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Abstract. In the article to forecast the trends of development of the state's industry (for example, Ukraine), a
method for evaluating the parameters included in the classical Cobb-Douglas formula is developed. On the basis of
the computational experiment it was established that if the values of the production function Y are close to the numer-
ical values and the deviation between them does not exceed 3.7 %, then for approximation of Y in the industry for
small time periods, it makes no sense to complicate the set of its parameters and coefficients. For forecasting the val-
ues of ¥; (¥; € Y) we have evaluated the parameters that are included in the classical Cobb-Douglas formula. To im-
prove the methodology for estimating the coefficients included in the Cobb-Douglas type formula, new variants of
the multiplicative and additive quality criteria and for the Ukrainian industry are proposed, based on the analytical da-

ta for 2010-2017, the evaluation of the relevant criteria was carried out.

Keywords: production function, Cobb-Douglas function, quality criteria, industry, industrial products.

1 1 Introduction

Over the past decades, a special feature of the practice
of analyzing manufacturing processes has been the active
use of special methods of statistics modelling. An im-
portant role in this context belongs to production func-
tions.

At the present stage of research [1, 2]:

1) the essence of the production function is that it ena-
bles to formulate concrete alternatives (variants) of the
combination of factors of production to ensure a certain
amount of production, that is, the possibility of one factor
of production to replace others;

2) the production function is not only the prospect of
one of the analytical methods for forecasting the devel-
opment of the state’s economy, but also an applied in-
strument used to assess and compare the effectiveness of
national economies;

3) the macroeconomic production function has a wide
range of applications , since its dynamic analysis allows
to solve such key important tasks:

— study the dynamics of the efficiency of production
factors (labor productivity, return on investments);

— identify factors of production growth;

— determine the contribution of each production factor
to the overall increase in production.

For Ukraine in the conditions of European integration
[3], where one of the pressing issues is today to identify
the reserves of the growth of the national economy, the
use of information about local rates of change in the pro-
duction function can give impetus to the improvement of
existing mechanisms for management and activation of
internal factors of development.

2 Literature Review

In theoretical and applied analysis, the most widely
used are the following 4 types of production functions:

1) linear [2, 4];

2) Cobb—Douglas function [2, 5-7];

3) function CES (with postmobile elastics) [2];

4) Leontief function [4].

Their advantages are small number of coefficients (pa-
rameters) [2], which greatly facilitates the statistical eval-
uation, as well as indicators of economic growth (effi-
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ciency, intensification), calculated on their basis, have a
convenient analytical form.

Among the most famous functions is the classic pro-
duction function of Cobb-Douglas, which has the form
[5-7]:

Y = AL°K?, 6))

where A — technological coefficient (or coefficient
characterizing production efficiency); L — work re-
sources; K — volume of fixed investments; o, f — coeffi-
cients of elasticity for labor and investments, respective-
ly.

Partial elasticity factor of the product on the funds:

oY K K
=— " -A —— =5 (2)
K'Y AL AUKﬁ P

K

Elasticity of the product by labor:

_ovL_,
OLY

L j—
AL“K?

al®"'K”* 3)

These coefficients of elasticity reflect the percentage
of output growth while increasing resource costs by 1 %.

These coefficients of elasticity reflect the percentage
of output growth while increasing resource costs by «, f
are constant and independent of the factor K, L.

In practice, the use of production functions, verifica-
tion the sum of the coefficients o and £ on one equality is
very important, since it determines the type of economic
growth [2]:

1) a + > 1 (production function with increasing re-
turn on a scale) corresponds to intensive economic
growth, and in the case of a > £ there is an intensive eco-
nomic growth of labor; at a < f intensive economic
growth of funds;

2) a + B < 1 (production function with decreasing re-
turns to scale) means that output is growing slower than
the growth of the factors K and L, that is, there is no eco-
nomic growth (or other important factors remain outside
consideration);

3)a + B =1 there is an extensive type of economic
growth (a production function with constant returns on a
scale).

Based on research results [8—11] and taking into ac-
count the information in the paper [12], one has to agree
with the author's opinion [2], that among the important
factors not taken into account in the production function
of type (1), it is worth noting the elements of scientific
and technological progress, in particular, the place and
role of information technology. The impact of scientific
and technological progress is manifested in the growth or
aggregate efficiency of resources, or the effectiveness of
an individual resource.

At the same time, the special importance of modern in-
formation technologies for economic growth is presented
in the work of American economists S. D. Oliner and D.
E Sichel [11], who carried out the evaluation of the pa-
rameters of the production function, in which the indica-

tors of information technology were included as inde-
pendent factors of production. The authors [11] built a
model that assessed the impact on the economic growth
of the following three factors:

1) investments in the software;

2) investments in communications;

3) other costs.

Here the labor quality index was included as labor
costs. Quality was taken into account by means of indica-
tors of changes in levels of education, qualifications and
structure (by level of education and sex) employed — [12].

In the context of the analysis of various important fac-
tors of development, one should note the important fea-
ture of the apparatus of production functions, the use of
which makes it possible to compare the trends of eco-
nomic development of different countries [6, 13—15].

An analysis of the methodology for constructing a
production function using quality criteria, which is the
purpose of this article, can be considered as one of the
steps for the active use of the production function in prac-
tice. At the same time, it will enable to activate promising
directions of research of the Ukrainian economy.

The achievement of the above goal led to the follow-
ing tasks:

1) to introduce the mathematical tools of the method-
ology of refining the production function using an ex-
panded set of constant coefficients.

2) to propose the main elements of the methodology
for building a production function, using quality criteria
in practice.

3 Results and Discussion

3.1 The mathematical tools of the methodology
for refining the production function using
an expanded set of coefficients
In the paper [6] we propose a method for constructing

a function Y with variable elasticity coefficients in the
form:

Y(L.K,Aa, )= A- L/ K0 gsWK0) 4
f(L.K,a) ZZa,m(p, L), (K) (%)

i=0 m=0

M N
L K IB ZZZ Iln¢l )’ (6)

i=0 m=0

where a;,,, b;, — constant coefficients; ¢,(L), ¢,(K) —
transcendental functions.

Ukraine is characterized by an unstable development
of the economy. Output data for Ukrainian industry is
given in Table 1. These data are generated by analogy in
accordance with the data given in the papers [5, 6].

To data Table 1, we will apply the valuation tech-
nique and take into account the inflation index (Table 2).

Considering the relative index (Table 2), the obtained
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(calculated) refined data for the parameters Y, L, K and
are shown in the Table 3.

Table 1 — Output (general) data on Ukrainian industry [16]

Employed popu- .Volumfz of sold
. L industrial prod- | Investments
lation L in in- ..

Year dustry, thousand ucts .(goods, K .1n.1ndustry,

péople services) Y, million UAH

million UAH
2010 3462 1043111 55384
2011 3353 1 305 308 78 726
2012 3237 1367 926 91 598
2013 3170 1322 408 97 574
2014 2 898 1428 839 86 242
2015 2574 1776 604 87 656
2016 2 495 2 158 030 117 754
2017 2441 2 625 863 143 300
Table 2 — Inflation indicators in Ukraine [16]
Year Inflation The value of the inflation index Inf
index, % relative to 2010 year

2010 109.1 1.000
2011 104.6 1.046
2012 99.8 1.044
2013 100.5 1.049
2014 124.9 1.310
2015 143.3 1.878
2016 112.4 2.111
2017 113.7 2.400

Table 3 — Data on Ukrainian industry considering the inflation
index, million UAH

Volume of sold industrial products Investments
Year .
(goods, services) Y K

2010 1043112 55384
2011 1 248 000 75 263
2012 1310 200 87 738
2013 1 260 600 93016
2014 1 090 400 65 813
2015 946 000 46 683
2016 1 022 500 55792
2017 1094 100 59 708

For data Table 3 received a production function of a
classical type in the form:

Y, =0.2981° K. @)

For function (7) according to Table 3, square deviation
is established oy = 0.108.

Using the approach of constructing the function of Y
with variable coefficients, similar to that in [6], Y; was
given a more complex form

Y] — AlLal+a2L+a3KKﬁ'+ﬁzL+ﬁ3K, (8)

for which the mean-square deviation oj= 0.093, that is
less comparing with o by 14 % (Aol o; ~ 0.14). Here Aj,

oy, &, o5, B, P, 3 — are constant coefficients for a giv-
en dataset.

To find the refined value oy, the classical econometric
and mathematical method of exponential smoothing is
used to clarify the errors of the results of econometric
studies for the Ukrainian industry which do not exceed
A =8 %.

In the paper [6], the deviations of the o, A; for agricul-
tural products in Ukraine do not exceed 37 % (Aol/o; ~
0,37).

The ratio (8) shows 7 coefficients A, &y, &, &, B,
and f;, which can be considered conditionally constant
for a given set of data, in particular for industry. If we
choose data for a period of 7 years, then we will deter-
mine the coefficients of this type with a high accuracy
that does not exceed the accuracy of the relevant statistics
A;. Relevant constraints will be derived from the princi-
ples of statistics and metrology for a particular category
of research, in particular for the parameters Y, L, K,
which characterize the Ukrainian industry.

Since the analysis of the effectiveness of using the
production function with variable coefficients in the tasks
of the study of manufacturing problems, there is a need in
the first approximation to test the advanced method of
constructing production functions [6].

We draw attention to a plurality of data in the Table 3.
Data from Table 3 for Y; (2010, 2014, 2016, 2017) are
similar and their errors (deviations from the mean value)
do not exceed A, = 3.7 %, that is, significantly less error
systems of the type A; (A, < Aj). In this case, the task of
determining the coefficients A, &, &, a3, B, P> and [
will be mathematically incorrect and as a result, as estab-
lished on the basis of a computational experiment, these
coefficients will be estimated with a large error of
Az ~ 20-35 %.

On the basis of the data analysis Table 3 observe the
unstable development of Ukrainian industry. Therefore,
there is no point in forecasting trends in the development
of industry in Ukraine to apply the ratio (8). Here it is
expedient to use the ratio of type (7) for certain small
intervals of time, for example, for 2010-2012 and 2012-
2015. For these small periods of time, it is advisable to
estimate the rate of change in the coefficients type A, «,
f, and information about them to use to predict trends in
the volume of sales of industrial products (goods, ser-
vices) Y.

3.2 Elements of the methodology of

constructing a production function

using quality criteria

Like in the works [17, 18] we use the product to evalu-
ate the quality of products (industry) kp = {ki-k2-k3},
where k; — coefficient of commercial gain, k, — coeffi-
cient of product competitiveness level — [19], k3 — coeffi-
cient of product reliability.

Similarly to [17, 18] and taking into account the in-
formation given in the Table 3 and [20-23], the multipli-
cative qualimetric quality criterion will be presented as:
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where k, — coefficient of the level of quality (reliabil-
ity) of the parameters of the type of production function
Y;; ks — coefficient of quality (reliability) of type parame-
ters L, oy, o, oi; kg — coefficient of quality (reliability) of
type parameters K, S, 3>, fs.

Let’s mention the quality criterion of Z, in the additive
form in the same way as in scientific work [17]:

(10)

where a; =1, 2, ..., 6) — weight coefficients.

In the first approximation we choose a; = 1/6, a
k; = 1/A;. In the first approximation, as an example, let it
be k] = k2 =k3= 1/A] ~12.5.

According to the Table 3, it is evaluated: k,= 2.83,
ks =2.90, and k¢ = 5.13.

As aresult, Z, =214 402, Z, = 17.11. (11)

If the errors of the parameters corresponding to the
methodology for assessing the quality criteria of the cor-
responding methodology can be reduced, then the integral

4 Conclusions

According to the results of the research, a method for
evaluating the parameters included in the classical Cobb-
Douglas formula is developed. On the basis of the com-
putational experiment it was established that if the values
of the production function Y are close to the numerical
values and the deviation between them does not exceed
3.7 %, then for approximation of Y in the industry for the
period 2010-2017, it makes no sense to complicate its
appearance. To predict Y; values, we evaluate the parame-
ters that are included in the classical Cobb-Douglas type
formula. To improve the methodology for estimating the
coefficients included in the Cobb-Douglas type formula,
new variants of the multiplicative and additive quality
criteria and for the Ukrainian industry are proposed,
based on the analytical data for 20102017, the evalua-
tion of the relevant criteria was carried out. The above
example has an analytical orientation and illustrates the
possibility of using a Cobb-Douglas formula for analyz-
ing the coefficients of a given model with sufficient relia-
bility. Research focused on controlling the development
of industry in Ukraine by means of quality criteria.

parameters of type Z; and Z, will be increased.
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AHoOTanisi. Y cTaTTi Ha NPUKIAAI YKpailHA po3poOJICHO METOIMKY OIIHFOBAHHS MapaMeTpiB KIaCHYHOI GopMyiu
tuy Ko66a—/lyrmaca Ui TNpOrHO3yBaHHS TEHICHLIH pPO3BUTKY IPOMHCIOBOCTI JepkaBu. Ha ocHOBI
00YHCITIOBATBHOTO EKCIIEPUMEHTY BCTAHOBIICHO, IO 1A 3HA4eHb BUPOOHMYOI QyHKLIT Y, OMU3BKUX 32 YUCTOBUMH
3HAUCHHSIMH 1 BigXuiaeHHAMH 10 3,7 %, anmpokcuMyBaHHS Y y cdepi NMpOMHCIOBOCTI Ui HEBENMKHX YaCOBHX
MepioJliB € HEMOKIIMBUM 3 OTJBSITYy Ha YCKIIAQJHCHHS MHOKWHH ii TapaMeTpiB Ta koedilieHTiB. [y mporHo3yBaHHS
3HaueHb Y; (Y; € Y) mpoBeneHo OIiHIOBaHHS MapaMeTpiB, 10 BXOIATH 10 KiacuyHol popmysu tuny Ko66a—/lyriaca.
Jlnst ynoCKOHAJEeHHS METOIMKH OIHIOBaHHS Koe(il[ieHTiB, 1[0 BXOJATH IO Ii€i (OpMyNH, 3alpOIIOHOBAHO HOBI
BapiaHTH MYJBTHIUTIKATUBHOTO Ta aJIMTUBHOTO KPHUTEpiiB sKOCTi. Buxoxsum i3 aHamiTHuHMX naHux 3a 2010-2017
PP, IPOBEJICHO OL[IHIOBAHHS BiINTOBITHUX KPUTEPIIB ISl IPOMHUCIOBOCTI Y KpaiHH.

Kiwouosi ciaoBa: BupoOHmua Qyskmis, ¢pyskmis Koo6a—/yrmaca, kputepii SKOCTi, TPOMHUCIOBICTh, MPOMHCIOBA
TIPOYKIIisL.
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Abstract. This paper study experiment by utilizing Polylactic Acid (PLA) which was printed with 3D Printing
technology by taking the form of origami-shaped crash box pattern designed for MPV cars. The first step is to design
crash box origami patterns with CAD software, and continue with the mold wax design. Then print the model in the
Cura software. Then print the mold with approximately 56 hours 31 minutes and spend a 16.38 m long PLA filament
weighing 128 g. Then pour wax, as for the wax used is carnauba wax with the temperature of pouring into the mold
approximately 110 °C, let it chilled for 11 minutes then the mold is released from the wax. The final step is inspec-
tion. The result of this experiment is that the PLA-based mold is capable of printing the origami-shaped crash box
pattern well, shown by clear printing of sharp indentations both inside and outside. Percentage of nonconformity with
design area A of 0.52 %, area B of 0.43 %, area C of 0 %, area D of 10.8 %, area of E14 of 0 % and area ES of
3.2 % are obtained. A comparison of the overall size of the design with the experiment was 0.29 mm. PLA tends to
show consistency of experimental results. This is shown in the consistency of experimental results 1 to 3 in areas A,
B, C and E. But there are inconsistencies in the experimental results in area D which represents the thickness dimen-
sion. This is influenced by changes in mold patterns which are affected by temperature pour wax into the mold and
trigger the change of mold due to heat received continuously.

Keywords: carnauba wax, mold, PLA, sharp indentation, crash box pattern.

1 Introduction

Investment casting is a metal casting process with re-
sults having high precision. This method is used to pro-
duce several diverse and complex industrial components
(Huang and Lin, 2015). This consists of several process-
es, namely: making wax patterns, coating ceramic por-
ridge, and pouring (Liu et. at, 2015). In the process of
making mold wax, in some industries using iron so that
the resulting pattern can be precise. However, wax molds
made of iron requires a high cost for some circles. The
researchers conducted experiments to solve this issue,
using silicone rubber-based wax molds (Kuo and Shi,
2012). The advantages of rubber-based silicon molds
producing precised assembly and 2.19 % shrinkage di-
mensions. As it develops, the silicone rubber mold is
given by the taguchi method, producing optimal tempera-
ture in the tax process is the injection temperature of
82 °C, injection time of 2 seconds, injection pressure of
0.06 MPa and mold temperature of 60 °C (Kuo and Tsai,

2015). Other study produced an optimal temperature of
5 °C mold temperature, 85 °C for wax temperature, at
5.05 MPa (Rahmati et. al., 2007). The research also de-
veloped for aluminum-filled of epoxy resin mold. The
main benefits of this technique include low production
costs, a simple manufacturing process, and a short time of
total process (Kuo et. al., 2017). At present the three-
dimensional (3D) printer moves are fast, not least in en-
gineering. Some researchers conducted research using 3D
printers combined with changing the material phase for
making wax molds (Wang and Millogo, 2012).

In this paper, mold wax is made using 3D printing and
filament made from Polylactic Acid (PLA) which in-
cludes aliphatic polyester biodegradable thermoplastic
material. To test the ability to print complex and thin
objects, a candle pattern in the form of a crash box ori-
gami pattern is used.
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2 Research Methodology
2.1 CAD modelling

The pattern used in this paper is the origami-shaped
crash box pattern (Ma and You, 2013) which has been
modified to be applied to the MPV (Multi-Purpose Vehi-
cle) Car which circulates in Indonesia (Kusyairi, 2017).
This experiment prints half of the origami pattern crash
box, as seen in Figure 1. The cross section is rectangular
in shape and has a thickness of 3 mm in all parts. This
will be a challenge when pouring wax into the mold,
which has sharp angles and curves.

Figure 1 — Origami-shaped crash box pattern

The mold wax design in this paper is as shown in
Figure 2. In Figure 2.a, it is divided into 2 parts, the in-
side and the outer parts of the mold. In the inner mold,
the outline consists of two parts, but the actual part is the
most complicated part, because in the 3D printing process
it is divided into 5 parts. This is so that the mold is easily
removed and does not have to damage the wax. The outer
mold generally consists of 1 part, but in the 3D Printing
process is divided into 2 parts, where between the inner
and outer mold is connected to the nut so that there is no
shift when pouring wax into the mold.

a

Figure 2. Origami-shaped crash box pattern mold:
a — inner part; b — outer part; ¢ — mold hilistically

2.2 3D printing process

After designing the pattern of the object to be printed
and the mold wax design, the next step is to print the
mold with 3D Printing which is operated with cura soft-
ware. The material used is PLA and its properties can be
seen in Table 1. Setting the cura software by entering
temperature data of 240 °C, diameter of 1.75 mm at a
speed of 30 mm/s. The time required for the mold making
process is 56 hours 31 minutes and consumes a 16.38 m
PLA filament weighing 128 g. The results of the 3D
Printing process can be seen in Figure 3, with a not-so-
smooth surface.

Table 1 — Material properties of PLA (Farbman, McCoy, 2016)

Properties Parameters
Melting Point 175 °C
Density 1.23-1.25 g/em’®
Elongation at Break 3.8 %
Glass Transition 6065 °C
Tensile Strength 57.8 MPa
Flexural Strength 55.3 MPa
Tensile Modulus 3.3 GPa
Flexural Modulus 2.3 GPa

Figure 3 — 3D Printing result

2.3 Wax pouring

In this experiment, carnauba wax material is used. This
material was obtained from palm trees that grow in Brazil
with the Latin name Copernicia pruniferacerifera. The
content of these waxes are fatty esters (80—-85 %), free
alcohols (10-15 %), acids (3—6 %) and hydrocarbons
(1-3 %) (Sandhu and Sharma, 2012). Carnauba wax is
widely used in the investment casting process because it
has high dimensional accuracy. The carnauba wax prop-
erty material is shown in Table 2. After the mold has
been printed, the next step is to coat the mold with a non-
sticky liquid, which functions to make the wax easily
separated from the mold. The next step is heating the wax
to a temperature of 85—-120 °C. After a while, the wax is
poured into the mold and is chilled for 11 minutes. Next,
separating the mold one by one from wax.

Table 2 — Material properties for a carnauba wax (Rani, 2013)

Density Melting point Flash Volumetric
Point shrinkage
970 kg/m’ 82-86 °C 300 °C 5.45

2.4 Inspection

After the wax has been printed 3 times, the next step is
measuring the experimental results. The measured area is
as shown in Figure 4. It consists of five areas to be meas-
ured, in area A represents the long dimension, area B
represents the width dimension, area C represents the
high dimension, area D represents the thick dimension,
and area E represents the angular dimension. After the
measurement process, the next step is to calculate the
percentage dimension mismatch PDD = (Ay/x)-100 %,
where x — design dimensions; Ay — the differences of
design and result dimensions.
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Figure 4 — Measurement area:

Al — length of distance between the outer corner; A2 — length
of distance between the middle angles; A3 — length of distance
between inner angles; B1 — width The distance between the
outer corner; B2 — width distance between the middle angles;
B3 — width distance between inner angles; C1-4 — height
of objects; D14 — thicknesses; E1-4 — angular width;

ES5 — high angle

3 Results

Experiment results can be seen in Figure 5. It looks
like the pattern has been successfully printed; this is evi-
denced by the formation of wax in accordance with the
design. The inside of the experiment results can follow
the outer grooves so well that the inner sharp angles are

able to form, this can be seen in Figure 5.a. On the out-
side, the shape matches the design and the curve of the
angular pattern is able to form, this can be seen in Figure
5.b and 5.c. The roughness of the wax surface tends to
follow from the surface structure of the mold. In this
experiment, the molds made from PLA from the 3D pro-
cess have a non-smooth surface. This affects the results
of the smooth surface of the wax.

Figure 5 — Experimental results: top (a), front (b)
and side (c) views

In Table 3, there is a comparison of the size and per-
centage of non-conformity with the experiment. In area A
which represents the long dimension, the percentage of
non-conformity with the design is 0.52 %, in area B is
0.43 %, in area C is 0%, in area D is 10.8 %, in the area
of E1-4 — 0 % and in the ES area the height of the angle
is 3.2 %.

Data Table 3 shows that PLA can be used as a wax-
making mold. This is evidenced by the comparison of the
overall size of the design with the experiment of
0.29 mm, as shown in Figure 6. Mold wax made from
PLA has an average difference with experiments in the
length dimension 0.6 mm, width of 0.17 mm, height of
0.05 mm and thickness of 0.65 mm. This means that PLA
can be used for parts that have a tolerance below 1 mm.

Table 3 Results of the size experiment and presentation of non-conformity design

Design Test 1 Test 2 Test 3 Average Average Average
Area . Size, | Percentage | Size, | Percentage, | Size, | Percentage, . difference, | percentage,
size size, mm

mm (%) mm % mm % mm mm
Al 121.5 119.5 1.6 119.5 1.6 119.5 1.6 119.5 2.0 1.6
A2 114.5 112.7 1.6 112.7 1.6 112.7 1.6 112.7 1.8 1.6
A3 107.0 106.0 0.9 106.0 0.9 106.0 0.9 106.0 1.0 0.9
Bl 75.5 75.0 0.7 75.0 0.7 75.0 0.7 75.0 0.5 0.7
B2 68.5 69.0 -0.7 69.0 0.7 69.0 -0.7 69.0 -0.5 -0.2
B3 614 62.0 1.0 62.0 1.0 62.0 1.0 62.0 -0.6 1.0
Cl 60.0 60.0 0.0 60.0 0.0 60.0 0.0 60.0 0.0 0.0
C2 60.0 60.0 0.0 60.0 0.0 60.0 0.0 60.0 0.0 0.0
C3 60.0 60.0 0.0 60.0 0.0 60.0 0.0 60.0 0.0 0.0
Cc4 60.0 60.0 0.0 60.0 0.0 60.0 0.0 60.0 0.0 0.0
D1 3.0 3.0 0.0 3.0 0.0 3.0 0.0 3.0 0.0 0.0
D2 3.0 34 133 3.2 6.7 3.0 0.0 3.2 -0.2 6.7
D3 3.0 34 133 3.8 26.7 34 13.3 3.5 -0.5 17.8
D4 3.0 3.6 20.0 3.9 30.0 3.2 6.7 3.6 —0.6 18.9
El 10.0 10.0 0.0 10.0 0.0 10.0 0.0 10.0 0.0 0.0
E2 10.0 10.0 0.0 10.0 0.0 10.0 0.0 10.0 0.0 0.0
E3 10.0 10.0 0.0 10.0 0.0 10.0 0.0 10.0 0.0 0.0
E4 10.0 10.0 0.0 10.0 0.0 10.0 0.0 10.0 0.0 0.0
ES 40.0 38.7 32 38.7 3.2 38.7 32 38.7 1.3 3.2
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Figure 6 — Average difference between
the design and experiments

Table 3 shows the consistency of experimental results
1 to 3. It can be seen that the results of the area Al of the
overall wax pattern consistently produce a measurement
of 119.5 mm. Likewise for A2 and A3 areas produce
consistent sizes. In area B, there is also a consistent
measurement between the first experiment and the third.
In area C, which represents a high dimension, it is con-
sistent with all experimental results and also in accord-
ance with the size of the design. PLA-based molds are
also able to form angles consistently, this can be seen in
the E1-4 areas which still show the same size in each
experiment, and more than that the resulting dimensions
are the same as the design size. This can be seen further
in Figure 7, which shows the constitution of experimental
results.

But this is different from area D which represents the
thickness dimension; there are inconsistencies size of
experimental result 1, 2 and 3. This is due to the PLA
pattern that has shaped mold wax has changed. The first
change occurs when the mold is finished with 3D Print-
ing, the second change occurs when the mold is poured
into wax which reaches a temperature of approximately
110 °C. This makes PLA experience a sideways change
in shape, where the inner and outer molds are narrowed
and widened. This can be seen when experiments 1, 2,
and 3 results vary. Form changes can be reduced by en-
larging the thick dimensions of the mold.

PLA is able to form a wax pattern that has the com-
plexity of objects with the same results in each process,
but this is only to produce in small quantities. If used
continuously with quantity equated with molds made of
metal, PLA-based mold will change shape and will pro-
duce products that are not precise anymore. Continuous
heat when pouring wax into molds made from PLA will
cause the mold to change shape continuously, this is what
will cause inconsistency.

4 Conclusions

PLA-based molds are able to print origami pattern
crash box well, this can be seen by the clear printing of
sharp indentations both inside and outside. But the sur-
face does not have a smooth surface, this is because fol-
lowing the results of the surface roughness of 3D Printing
products. It is necessary to examine more effective ways
to smooth the surface of the results of 3D Printing.

Percentage of nonconformity with design area A at
0.52 %, area B at 0.43 %, area C at 0 %, area D at
10.8 %, area E1-4 at 0 % and area E5 — at 3.2 %.
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Figure 7 — Consistency of the experimental results

PLA can be used as a mold composition used for wax
making. This is evidenced by the comparison of the over-
all size of the design with the experiment of 0.29 mm.

PLA tends to show consistency of experimental re-
sults. It is shown in areas A, B, C and E that there is con-
sistency of experimental results 1 to 3, but in contrast to
area D which represents the thickness dimension, there is
an inconsistency in the experimental results. This is due
to the pattern of PLA that has been shaped as mold wax
has changed. The first change occurs when the mold is
finished with 3D Printing, the second change occurs
when the mold is poured into wax which reaches a tem-
perature of approximately 110 °C. This makes PLA expe-
rience a sideways change in shape, where between the
inside mold and the outer mold is narrowing and widen-
ing. This can be seen when experimentations 1, 2 and 3
result vary. Form changes can be reduced by enlarging
the thick dimensions of the mold.
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JlocTizKeHHS MOVIAKTHAY SIK MaTepiaay AJsi CBiY4KOBOI0 JIUTTH

B pyiiHiBHUX mada0Hax y ¢opmi opirami
Kycsipi 1!, Ximasan X. M.", Xoipon M. A.?, Ipasan I1. C.’

! JlepxkaBHUI MONITEXHIYHMIA iHCTUTYT M. Mananr , Byn. [Ixanan Cykapuo Xarta, 9, 65141, m. Mananr, [nnonesis;
2 VYuiBepcutet bpasimkaita, Byn. [xanana, 65145, M. Mananr, [HnoHe3is

AnoTtanisi. CrarTs TpPUCBSIYEHA EKCIICPUMEHTAIBHUM JOCHIIDKEHHAW TMOJJIAKTHIY, HaJpyKOBAaHOTO 32
TEXHOJIOTI€I0 TPUBHUMIPHOTO JAPYKY pYHHIBHOrO mabioHy ¢opmi opirami, NPHU3HAYCHOTO Ui aBTOMOOITBHOT
nmpoMucioBocTi. [lepmmii eTan mocHimKeHb NMPHUCBSUCHUH MOAETIOBAHHIO IA0JIOHA 3 TOJAIBIINM IPOSKTyBAHHAM
dbopMH AN CBIYKOBOTO JIMTTS 13 3aCTOCYBaHHSM BIAMOBITHOTO TporpaMHOro 3abesmedeHHs. Jlpyruit eram
CTOCYETBCS JIUTTS NPUOIN3HO 56 rox. 1 31 XB. 3 BUTpaTaMH BOJIOKOH MOJIIAKTHAY JOBXKHHOIO 16,38 M Baroro 128 r.
[Ticns BUIMBaHHSA KapHayOCHKOTO BOCKY 3 TeMIepaTypor posimBanHs y mpec-popmu 110 °C, wmatepian
OXOJIOJKYEThCS BIPOIOBX 11 XB., micis yoro ¢opma Buainsgerscsa. Ha ocTaHHbOMY Kpolli BifOyBaeThCsl IepeBipka.
V pe3ynbTaTi eKCIIEPUMEHTY BCTAHOBJICHO, 110 (opMa 3 MONIAKTHIY 3/1aTHa BiAOMBATH 100pe BUPaKEHHH PHCYHOK
py#HiBHOTO mabnony. [linTBepmkeHe YiTke BIZOUTTS Pi3KUX BIACTYIIB SIK BHYTPIIIHIX, TaK 1 30BHINTHIX. BigcoTkoBa
HeBianmoBigHicTh Gopmu y 30HI A ckiagae 0,52 %, B — 0.43 %, C -0 %, D — 10.8 %, E1-4 - 0% i E5 — 3.2 %.
[opiBHsTPHAN aHANI3 MIATBEPIUB 3arajbHE BiIXWIEHHS (GOPMH Bill ekcriepuMeHTanbHUX AaHux 0,29 mm. Takum
YHHOM, TPOJEMOHCTPOBAHA ITOCTIJOBHICTh EKCIIEPUMEHTAIBHAX JOCTIIKeHb MOMIIakTHxy B 30Hax A, B, C i E.
[IpoTe € HEBIAMOBIHICTh EKCIIEPUMEHTANIBHUX JIAHUX Y 30HI D, 110 BiANOBizae 3a TOBIIMHY, Y pe3yJbTaTi 3MiHU
(dopmu 11a0I0OHA Mif BIVIMBOM TEMIIEPATYPH PO3JIMBAHHS BOCKY.

KurouoBi ciioBa: kapHayOChkuil Bick, opMa, HONUIAKTHA, Pi3KUiA BiICTYN, pyHHIBHUI 111a0IO0H.
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Abstract. Composites with different configuration of fiber (E-Glass) and metal (Aluminium) laminates were fab-
ricated and tested for grasping optimum hybrid structure. GLARE (Glass laminate aluminium reinforced epoxy) is a
unique composite recently being used by wide engineering domains like defense body and vehicle armors, aerospace,
marine and structural applications. The GLARE hybrid composites are manufactured by adding very thin layer of al-
uminium sheets (surface treated) on the surface of unidirectional E-Glass fiber fabrics in presence of epoxy polymer.
Firstly three hybrid GLARE laminates were fabricated with different volume fractions. Consequently, impact and
flexural behaviors are measured by izod, charpy impact and flexural tests for all volume configurations. Impact re-
sistance of such hybrid laminate is intensively great. The results depicts that the linear metal volume fraction (MVF)
increment on fiber metal laminates greatly increases impact energy absorption capacity of composites and little dif-
ference in flexural modulus. Finally the fractured surfaces were analyzed by optical microscope.

Keywords: GLARE composite, impact energy, flexural test, epoxy polymer, aluminium sheet, E-Glass fiber.

1 Introduction

The authentic approach and supplementary evolution
of GLARE / Fiber metal laminates (FML’s) are com-
menced in 1980-90’s to use in the high fatigue areas of
civil modern aircrafts (Airbus A380 upper fuselage) and
defense armors [1]. The exclusive nature of polymer
composites such as low crack propagation rate and higher
tolerance on damage pushes the researchers to utilize it
among various engineering applications. PMC’s are well
known for its enhanced mechanical properties and tailor-
ability [2]. Glass fibers are one of the emerging and ver-
satile materials available in practically incalculable quan-
tity and supply. Silica is a major chemical constituent of
glass fiber. It exhibits appropriate property like transpar-
ency, electrical and chemical resistivity, inertness and
stability [3—5]. Castrodeza [6] used compliance technique
to calculate crack resistance of Bidirectional compact
tension GLARE composite specimens and reported that
elastic compliance technique provides highly accurate
and predictable results on flexural and crack propagation
behavior of the GLARE composites (Table 1).

In [8] Gopalakrishnan Ramya Devi fabricated fiber
metal sandwich (Hand layup process) structure made up
of aluminium sheet AA1050, woven E-Glass Fabric rein-

forced with epoxy polymer and analyzed various drilling
parameters and reported that influence of stacking se-
quence on impact parameters of fiber metal configura-
tion.

Santiago reported that higher volume fraction of metal
layers results in good impact resistance [9]. Gonzalez
studied tensile behavior of low ductile aluminium rein-
forced FML’s and reported that an increase in the metal
composition may results in higher strain to failure [10].
Aghamohammad et al., studied surface morphologies of
various fractured fiber metal laminates by using pro-
filometry, SEM and optical microscopy, they reported
that FPL-Etching and anodizing treatments remarkably
improves the flexural properties of FML’s [11].

This proposed work focuses on fabrication of hybrid
GLARE composites with different fiber metal laminate
(FML) volume fraction; flexural and impact study of
hybrid configurations under varying load conditions;
fractured surface morphological analysis with different
magnification ratios by using Olympus metallurgical
microscope; identification of optimum hybrid structure
for proposed applications.

Co
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2 Research Methodology

2.1 Material

The epoxy LY 556 polzfmer base matrix (density
0.9 g/em’, viscosity 1.25-10" cP) was used to fabricate
hybrid laminates supplied by Covai Seenu and Company,
Coimbatore, Tamilnadu-India. W152 LR hardener (densi-
ty 1.2 g/em’, viscosity 1.30-10* cP) used as resin acceler-
ation catalyst. The resin hardener mixed in the proportion
of 65/35. AA 2024 (thickness per layer 0.1 mm) laminat-
ed E-Glass fiber with areal density of 200 g/m” supplied
by Hindustan composite solutions, Mumbai-India, is
utilized as reinforcement. Properties of reinforcements
are shown in Table 1.

Table 1 — Properties of reinforcement, MPa

Parameter Value
Maximum strength 35
Young modulus 2.45-10°
Fracture toughness 229
Yield Stress 365

2.2 Laminates preparation

The volume fraction of a resin-fiber mixture is calcu-
lated by the following relationship:

V. = W, /p; M
F= :
w W, W
m o4 f1 + f2
Pw  Pp Pr2

where Wy ,, W, — weight of fibers 1, 2 and matrix;
P2, pm — density of fibers 1, 2 and matrix.

The reinforcement and matrix volume fraction of all
the three hybrid laminates were depicted in Table 2.

Table 2 — FML volume fraction, %

Specimen Reinforcement Matrix
(Al + E-Glass) (Epoxy)
GLARE 1 70 30
GLARE 2 65 35
GLARE 3 60 40

Similarly micro surface of the specimens before test-
ing is exposed in Figure 1 a, b in the magnification ratio
of 100 X and 200 X respectively.

In the proposed study GLARE hybrid composites with
different volume fraction configurations were fabricated
by Vacuum Assisted Resin Transfer Molding Process,
which is well known for its quality of finishing and non-
pores strong products. Three hybrid laminates
(250%250 mm plate) as shown in Table 2 were fabricated
and samples were prepared as per ASTM standard by
water jet machining process. The surface and edge
smoothened samples of Impact (izod and charpy) and
Flexural tests are shown in Figure 1.

2.3 Characterization

The impact tests were carried out by the AIT-300N
impact pendulum which has strike velocity of 5.6 m/sec,
pendulum diameter 1600 mm, hammer weight 18.7 kg.
ASTM D256 and ASTM D6110 standards were followed
for izod and charpy tests respectively. The three point
bending tests were done for specimens made as per
ASTM 790 standard (80x13x3 mm) using Instron 4486
(short head speed 4 mm/min). The test results are report-
ed for various hybrid GLARE laminates.

Figure 1 — Optical microscope images of specimens before test
for the magnification ratio 100 X (a) and 200 X (b)

Figure 2 — Charpy (a), Izod (b) and
flexural (c) impact test specimens

3 Results and Discussion

3.1 Impact tests

Charpy and izod impact test results of hybrid GLARE
laminates were shown in Figure 3. The 70 % fiber metal
laminate reinforced composites shows better impact re-
sistance than other two composites.

Comparison of energy absorption rate of fiber metal
laminates shows that the higher FML volume results in
better energy absorption. The above results clearly de-
picts among 60, 65, and 70 % of fiber volume fractions
60 and 70 % FML shows good resistance against impact
energy where as 35% epoxy matrix GLARE laminate has
moderate impact resistance. Specimen 3 (70 % FML
reinforced) absorbs 15 % higher impact load than other
two configurations due to its great inter facial bonding
between metal laminates and matrix. Results show that
higher the volume fraction possesses better mechanical
properties.
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Figure 3 — Izod (a) and Charpy (b) impact test results

3.2 Flexural test

Figures 4 and 5 provides the stress-strain and force
displacement relationship curves 60, 65, and 70 % of
fiber metal reinforced laminates. Among these three hy-
brid laminates 65 % FML reinforced samples shows
20 % higher flexural modulus than other two configura-
tion. It clearly indicates that moderate FML reinforce-
ment improves the flexural property significantly.
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Figure 5 — Force-displacement curve

3.3 Optical microscope analysis

The characteristics of the flexural and impact tested
composite surfaces of the proposed work are studied with
optical microscope (Olympus Metallurgical Microscope).
Cross sectional specimens of fractured surface were pre-
pared for analysis. The observed microscope images con-
taining matrix material, Aluminium and E-Glass lami-
nates are shown in Figure 6.

Figure 6 — Cross-sectional optical microscope images
of fractured surface for matrix (a) and Aluminium /
E-Glass laminates (b)

The results portrays that the deformation or breaking
of fiber laminates are restricted by the aluminium rein-
forcement. Contemporaneously aluminium laminates
shows uneven fracture. These phenomena spectacles the
moderate weight percentage inclusion of FML considera-
bly enhances the mechanical properties of GLARE.

4 Conclusions

Epoxy matrix aluminium laminated glass fiber rein-
forced (GLARE) composites fabricated by vacuum as-
sisted resin transfer molding with different volume frac-
tions and its impact, flexural behavior and fracture sur-
face analysis were done. The test results shows that high-
er fiber metal laminate volume possesses excellent impact
resisting property, dynamic mechanical property and very
minor crack propagation, whereas moderate FML volume
possess good flexural property than higher volume of

C8 MANUFACTURING ENGINEERING: Materials Science



FML. Both the static and dynamic mechanical testing 5 Acknowledgements

reveals that inclusion of metal layers into the fibers pro-

vides higher resistance to catastrophic failure. The pro- Authors appreciate the management of Selvam College
posed outcome of this research is suitable for high  of Technology for the deliberate support to carry out this
strength aerospace applications, armors of the defense  research at Selvam Composite Material Research Labora-

industry and high impact ballistic profiles. tory (SCMRL), Namakkal, Tamilnadu, India.
References
1. Van, R, Sinke, J., de Vries, T., & van der Zwaag, S. (2004). Property optimization in fiber metal laminates. Applied Composite

Materials, Vol. 11(2), pp. 63-76.

2. Wang, R. M., Zheng, S. R., & Zheng, Y. G. (2011). Polymer Matrix Composites and Technology. Elsevier.

o

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Wallenberger, F. T., Watson, J. C., & Li, H. (2001) Glass Fibers. Materials Park, ASM International.

. Vlot, A., Kroon, E., & Rocca, G. L. (1997). Impact response of fiber metal laminates. Key Engineering Materials, Vol. 141,

pp- 235-276.

Cortes, P., & Cantwell, W. (2006). The fracture properties of a fiber-metal laminate based on magnesium alloy. Composites:
Part B, Vol. 37, pp. 163-170.

Castrodeza, E., Soldan, L., & Bastian, F. (2006). Crack resistance curves of GLARE laminates by elastic compliance. Congresso
Brasileiro de Engenharia e Ciencia dos Materials.

Karatas, M. A., & Gokkaya, H. (2018). A review on machinability of carbon fiber reinforced polymer (CFRP) and glass fiber re-
inforced polymer (GFRP) composite materials. Defence Technology, doi: 10.1016/j.dt.2018.02.001.

Devi, G. R., & Palanikumar, K. (2018). Analysis on drilling of woven glass fibre reinforced aluminium sandwich laminates.
Journal of Materials Research and Technology, doi: 10.1016/j.jmrt.2018.06.021.

Santiago, R. C., Cantwell, W. J., Jones, N., & Alves, M. (2018). The modelling of impact loading on thermoplastic fibre-metal
laminates. Composite Structures, Vol. 189, pp. 228-238.

Gonzalez-Canche, N. G., Flores-Johnson, & E. A., Carrillo, J. G. (2017). Mechanical characterization of fiber metal laminate
based on aramid fiber reinforced polypropylene. Composite Structures, Vol. 172, pp. 259-266.

Aghamohammad, H., Abbandanak, N. H., Eslami-Farsani, R., & Siadati, S. M. H. (2018). Effects of various aluminum surface
treatments on the basalt fiber metal laminates interlaminar adhesion. International Journal of Adhesion and Adhesives, doi:
10.1016/j.ijadhadh.2018.03.005.

Santhosh, M. S., Sasikumar, R., Natrayan, L., Kumar, M. S., Elango, V., & Vanmathi, M. (2018). Investigation of mechanical
and electrical properties of Kevlar / E-glass and Basalt / E-glass reinforced hybrid composites. International Journal of Mechan-
ical and Production Engineering Research and Development, Vol. 8(3), pp. 591-598.

Hassan, M. K., Abdellah, M. Y., Azabi, S. K., &Marzouk, W. W. (2015). Fracture Toughness of a Novel GLARE Composite
Material. International Journal of Engineering and Technology, Vol. 15(6), pp. 36—41.

Golshahr, A., Natarajan, E., Santhosh, M. S., Sasikumar, R., Ramesh, S., &Durairaj, R. (2018). Multiwall Carbon Nanotube Re-
inforced Silicone for Aerospace Applications. International Journal of Mechanical and Production Engineering Research and
Development, Vol. 8(4), pp. 743-752.

Crupi, V., Kara, E., Epasto, G., Guglielmino, E., & Aykul, H. (2014). Prediction model for the impact response of glass fiber re-
inforced aluminium foam sandwiches. International Journal of Impact Engineering, doi: 10.1016/j.ijimpeng.2014.11.012.
Kumar, S., Shivashankar, G. S., Dhotey, K., & Singh, J. (2017). Experimental study wear rate of glass fiber reinforced epoxy
polymer composites filled with aluminium powder. Materials Today, Vol. 4, pp. 10764—-10768.

Mariam, M., Afendi, M., Majid, M. S. A., Ridzuan, M. J. M., & Gibson, A. G. (2017). Tensile and fatigue properties of single
lap joints of aluminium alloy/glass fiber reinforced composites fabricated with different joining methods. Composite Structures,
doi: 10.1016/j.compstruct.2018.06.003.

Sarkar, P., Modak, N., & Sahoo, P. (2018). Mechanical and Tribological Characteristics of Aluminium Powder filled Glass
Epoxy Composites. Materials Today, Vol. 5, pp. 5496-5505.

Trzepiecinski, T., Kubit, A., et al. (2018). Strength properties of aluminium/glass-fiber reinforced laminate with additional
epoxy adhesive film interlayer. International Journal of Adhesion and Adhesives, doi: 10.1016/j.ijjadhadh.2018.05.016.
Rajkumar, G. R., Krishna, M., et al. (2014). Investigation of tensile and bending behaviour of aluminium based hybrid fiber
metal laminates. Proceedia Material Science, Vol. 5, pp. 60-68.

Journal of Engineering Sciences, Volume 6, Issue 1 (2019), pp. C 6-C 10 (o)



BnuiuB 06°€MHOI KOHIIEHTpAaLil A TIOMOCHIIKATHUX (POTTOKOH

HA THYYKICTb riOpHIHUX aJIOMONOJIMEePHUX KOMIIO3UTIB
Cantomr M. C., Camikymap P.

Texuonoriuauii konemk CimpBam, 7 Canem muisx, 637003, Hamakxan, M. Taminaay, [Hmis

AHoTauisi. KoMio3urtu 3 pi3HOIO CTPYKTYpOIO aTIOMOCHJIIKATHUX BOJIOKOH OYJIM BUTOTOBJICHI 1 BUNIPOOYBaHi s
OTPUMAaHHS ONTUMAJIbHOI TIOPUIHOI CTPYKTYPH. AJIIOMOIONIMEPHHN KOMIIO3HUT € YHIKaJbHUM MatepiajoM, KUl
OCTaHHIM YacOM Ma€ LUIMPOKY chepy BUKOPHCTAHHS B iH)KeHepii, 000POHHOMY KOMILIEKCi, TPaHCIIOPTHHUX 3aco0ax,
aepoKOCMIUHIH 1 Mopchkii Tamyssx. ['iOpmmHi komnosntn GLARE BHpOONSrOTBCS i3 JOAaBaHHSAM HaATOHKOTO
MIOBEpXHEBO 0OpOOIIEHOro IMapy allOMiHIIO Ha TIOBEpPXHI OJHOHAmNpaBieHHX TKaHWH E-Glass i3 BKIIOUCHHSIMHA
enokcuaHoro noiiMepy. Criogarky Oyiio BUroroieHo fekinpka MatepianiB GLARE 3 pisanM ¢pakmiiHuM cKiazoM.
VY pesynbTaTi AOCHiIKYyBalach IOBEIiHKA MaTepialy NpH 3TWHAHHI A BUSBICHHS yCiX MapaMeTpiB THYYKOCTI.
BusiBneHo HaaBenukui Koe(illi€eHT yAapHOTO OMOpYy TAaKoro ribpuaHoro marepiaiy. Pesynabratu mokasaiu, Mo
30UTBIIEHHS] KOHIIGHTpAIlii MeTany 3HauyHO 30UIbIIye 34aTHICTh MOTJIMHAHHS €Heprii Ha KOMIIO3HT, a TaKOX
MATBEPIWIM HE3HAYHy 3MiHYy MOIYJS IpPYXXHOCTI mepmoro pony. HaoctaHok, 3pyHHOBaHi TOBepxHi Oymn
JOCIIJDKEHI 13 3aCTOCYBaHHSAM OITHYHOTO MiKPOCKOILY.

KiwuoBi ciaoBa: amroMOmNoNiMepHUI KOMIIO3UT, CHEprisl BIUIMBY, TECT Ha THYYKICTh, CMOKCHUIHUH MoOJiMep,
AIFOMIHIEBUH JIMCT, AJTFOMOCHIIKATHE BOJOKHO.
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Abstract. A mechanism for blocking and subsequent annihilation of endogenous microcracks due to their intra-
structural self-correction has been proposed. It has been established that during tribomechanical processes of friction
interaction under conditions of additive influence of temperature fluctuations and specific loads in the contact zone,
all possible factors take place simultaneously, from the point of view of physicochemical anomalous transformations
in the solid phase, as a result of which thermal destruction of carbides and the formation of structurally free o-
graphite. The test results prove that the anti-friction surface layer, which contains graphite, is formed in the run-in re-
gime. The composition and the equilibrium roughness of the surface layer are reproduced and maintained throughout
the normal range of wear, and also form an integral system of dynamically stable wear-resistant structures.

Keywords: detonation spraying, wear resistance, surface layer, structural adaptability, doping.

1 Introduction

Among the technological problems that are associated
with the surface strength of metallic materials under fric-
tion, damageability, as opposed to the regeneration pro-
cess, is of particular importance. There are many types of
damage, and the results are often the idem. The process
can be represented as the result of nucleation and subse-
quent growth of cracks, the onset of which is preceded by
plastic deformation. The study of the processes of nuclea-
tion and development of destruction, as well as the inhibi-
tion and regeneration of cracks in materials, is an actual
task.

Papers [1, 2] present the results of studying the laws of
the effect of all-round pressure and temperature on the
kinetics of the process of healing the pores and cracks of
grain boundaries in polycrystalline materials. In [3, 4],
data on the transformation of defects such as flat mi-
crocracks in the material of parts under the influence of a
high-energy pulsed electromagnetic field were obtained.
The processes that occur in the material during the pro-
cessing of metal samples with short pulses of high-
density electric current are also researched. In [5, 6], the
results of processing a pulsed magnetic field of samples
with a crack on their resistance to fracture are presented.
Itis noted that the action of a pulsed magnetic field causes

stress relaxation due to plastic flow at the crack tip. Note
that the tip of the crack is often blunted. In [7, 8], studies
of the structure and properties of metals, the deformation
of which occurs at high constantly operating hydrostatic
pressures, are analyzed. In this case, as established, the
greater the compressive stresses, the more plastic defor-
mation the material can undergo without destruction.

Describing the overall state of research, both in our
country and in the world, it can be noted that the existing
technologies are ineffective, their implementation pre-
sents certain difficulties in operating conditions, especial-
ly in non-stationary conditions, and does not have a sim-
ple and reliable solution for real production.

In the surface layers, under friction loading, mi-
crocracks and pores are formed, the kinetic development
of which determines the durability resource of moving
couple. However, in turn, the creation of conditions for
their inhibition and regeneration may be one of the prom-
ising ways to improve the wear resistance and durability
of parts.

The aim of the work is to study ways to improve wear
resistance due to intrastructural self-correction of endog-
enous microcracks with carbon nanotubes.
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2 Research Methodology

Detonation spraying of nanoscale composite coatings
was formed with Nb-V-Si nanopowders [9]. Nanopow-
ders were obtained by the method of mechanochemical
synthesis with the subsequent addition, according to the
developed technology, of carbon frame structures in the
form of nanotubes. The maximum length of the nano-
tubes was about a hundred micrometers. The deformation
energy of nanotubes is inversely proportional to the
square of the radius; therefore, nanotubes with a diameter
of tens of micrometers were used.

The wear resistance of the researched coatings was
evaluated by the friction of model samples according to
the end contact scheme with a distributed load and in the
absence of lubricant. The tests were carried out in contin-
uous slide mode with a load of 10.0 MPa. The thickness
of the coatings after final processing was 0.20-0.30 mm
with roughness Ra = 0.63-0.32. At the same time, coat-
ings of the same composition, but not containing carbon
nanotubes, as well as the traditionally used coatings of
tungsten-containing powders of the type VC15 and doped
on the basis of nickel, were tested using the same method.

A metallographic research of samples of coatings was
done taking into account the specifics of the tasks being
solved, by appropriate methods of complex physicochem-
ical analysis.

75
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3 Results

The main factors that determine the development of
mechanochemical processes of friction and which deter-
mine the degree and gradients of elastoplastic defor-
mation, temperature effects, structural phase transfor-
mations, and, ultimately, the main type of wear, are the
speed of relative movement, load, temperature, environ-
ment. At the same time, there is a stable correlation of
tribology parameters with plastic deformation processes
[10].

The test results of the researched coatings (Fig. 1) by
the dependences of the wear intensity on the sliding speed
at a constant load of 10 MPa.

As can be seen, nanoscale coatings of the Nb-V-Si sys-
tem with carbon framework structures (nanotubes) have
the smallest breaking-in duration, wear rate and friction
coefficient (Fig. 1, curves 1 and 1'). Moreover, it should
be noted that changes in friction coefficients are con-
sistent with the profile of the wear intensity curve, and its
stability over time with a monotonous increase in the
sliding speed indicates a high performance of the coating
material, for which the main is mechanochemical wear.

The results of micro X-ray spectroscopic and X-ray
phase physicochemical studies of nanoscale Nb-V-Si
coatings with carbon nanotubes made it possible to classi-
fy them as a thin-differentiated phase mixture with an
average grain size of 35-60 nm and an almost homogene-
ous distribution over the section.

Friction coefficient

2 25 3

\omos

Figure 1 — The dependence of wear intensity (1-4) and friction coefficients (1'—4') on the sliding speed of coatings:
1, 1' — Nb-V-Si nanoscale system containing carbon nanotubes; 2, 2' — type VK15 (WC-Co);
3, 3' — nanoscale composition of Nb-V-Si; 4, 4'- based on nickel (Ni-Cr-Al-B)

However, fragments of imprints obtained in absorbed
electrons and X-rays, which correspond to individual
bunches with local heterogeneity, were also recorded.
Their ultrafine structure differs from granular and is close
to thin-lamellar formations. In our opinion, they are due
both to nanoscale and to the fact that, during X-ray stud-
ies, the main contribution to the interference function is
made by metal atoms, since the atomic scattering factor

for them is much larger than for metalloids. In addition,
their content is more.

To determine the properties of nanoscale composite
coatings and their interaction under operating conditions,
regularities of interaction of the components included in
their composition were established.

It is established that a conglomerate of ultradispersed
coating components are, first of all, chemical compounds
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and mechanical mixtures of different composition, size
and shape.

The presence of the matrix phase in the form of solid
solutions of Nb with V and Si, as well as ternary solid
solutions with inclusions of chemical compounds of the
VSi type has been established. It should be noted that the
presence of V and Si contributes to an increase in the
recrystallization temperature of Nb. Different sizes, but
with the same distribution over the cross section, were
determined, strengthening the phases of niobium and
vanadium silicide’s (NbsSis;, NbSi,, VsSi;, VSi,, etc.) and
niobium and vanadium intermetalic metal. The presence
of niobium, vanadium, silicon carbides (NbC, VC, V,C,
SiC) and carbide compounds of the type Me',Me",,C
(S1,V,C, SipNb,C) distributed throughout the coating
volume was also established.

In thin-dispersed surface compositions, the main role
of substructural components becomes. They have both an
extraordinary chemical activity, which is due to a na-
noscale level, and a significant ability to exchange energy
and matter with the environment, and are in very non-
equilibrium conditions. Therefore, the formation of sur-
face structures can be considered as self-organization
processes, as a result of which dynamically stable solid-
phase wear-resistant structures are formed.

The principal feature of the introduction of carbon
frame formations (nanotubes) into the composition of
nanoscale coatings is due to the evolution of their carbon
atoms under activation conditions. In the process of form-
ing a homogeneous powder mixture under conditions of
mechanochemical synthesis, the carbon atoms of the end
layers of the nanotubes are activated and, as a result of
selective thermal diffusion interaction, form stable chem-
ical compounds. In addition, as a result of detonation gas
spraying under conditions of structural thermal activation,
carbon atoms initiate bonds with the metal atoms of the
surface layer, providing the formation of secondary struc-
tures.

The process of structural activation is determined by
the kinetics of nucleation and movement of the imperfec-
tions of the crystal structure in the deformation zone,
which, in turn, is related to the energy state of the atoms,
which depends on thermal activation due to their small
size, activated carbon atoms, leaving the framework
structure of nanotubes, easily diffuse and their coopera-
tive clusters migrate to the places of formation of mi-
crocracks with excess surface energy. The atomic bonds
formed due to the chemical and van der Waals attraction
forces contribute to the creation of interatomic bonds and
as a result of blocking the development of cracks and
their subsequent annihilation. Thus, carbon nanotubes are
actively involved in surface carbonization and providing
the formation of an anti-friction film chemically bonded
to the surface of the nanoscale layer. They are also a
source of active carbon capable of long-term migration
and chemical interaction during the healing of defects in
the crystal structure. That is, to reduce their concentra-
tion, especially in the near-surface layers, where both
dislocation clusters and microcracks are concentrated.

Figure 2a illustrates typical micrographs of friction
surfaces. A micrograph of the working surface of the
sample of the Nb-V-Si coating, which does not have car-
bon nanostructures and for which the development of the
initial phase of irreversible processes of deformation and
damage is typical.

Figure 2 — Friction surfaces:
a — coatings Nb-V-Si; b — Nb-V-Si coating with
carbon nanotubes (2.7 m/s, 10.0 MPa)

The surface of the Nb-V-Si coating with carbon nano-
tubes (Figure 2b), there are no signs of macroscopic dam-
age. The friction surface is covered with a continuous
film of mostly dark color, has no defects, cracks, signs of
chipping, which confirms its high plasticity and adhesive
strength.

X-ray spectral microanalysis of the friction surface de-
termined the presence of a film of a-graphite on the
nanocoating with carbon nanotubes. This, according to
the authors, is explained by the structural-energy factor.
In more detail, the energy partially accumulated by the
friction surface is concentrated, as is known, in the thin-
nest layer (about hundreds of nanometers) and its density
in the element of the activated coating volume is close to
the critical amount of energy that a material can absorb
before destruction.

The high density of stored energy under the conditions
of tribomechanical contact interaction processes, with the
additive influence of temperature fluctuations and specif-
ic pressures, causes the simultaneous initiation of virtual-
ly all possible physicochemical anomalous transfor-
mations in the solid phase in the friction zone. Also, as a
result of the thermal decomposition of carbides, structur-
ally free a-graphite is released, on the basis of which an
anti-friction surface film is formed.

4 Discussion

The test results show that a protective surface thin-film
layer with graphite is formed already during the running-
in process. The composition of the surface layer and the
equilibrium roughness are reproduced throughout the
entire range of normal operation and remain practically
constant, which provides the stability of the indications of
friction coefficients. At the same time, the metal atoms
after the partial destruction of surface carbides form sili-
cide and, for the most part, oxide phases. Oxide phases,
as shown by submicrostructural studies, fill the surface
microscopic microroughnesses, microcracks and are fixed
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in the micropins of the contacting surfaces. Their anti-
wear and antifriction effects, according to the authors,
persist for a long time and correspond to the entire period
of normal operation of the coupling surfaces and are not
associated only with the running-in period.

Obtaining an energy level corresponding to a change
in the specific work of destruction, as shown by calcula-
tions, from 10 kJ/mm® to 85 000 kJ/mm3, causes the
completion of the burn-in process and determines the
parameters of friction. The friction parameters, in turn,
are characterized by minimizing the wear rate, correlation
with friction coefficients, stable roughness and the for-
mation of optimal structures, as well as the properties of
the surface layers that cause the flow of normal wear.

Figure 3 illustrates the friction surfaces of the coating
with carbon nanotubes corresponding to the mechano-
chemical wear mode with the display of the kinetics of
the local microcrack self-correction process.

Under the conditions of steady mechanochemical
wear, using electron microscopic studies using the dark
field method, it was possible to establish that the inner
surface zone is a carbide-oxide conglomerate of na-
noscale particles chemically bound to the base material.
The outer surface object consists of a thin graphite layer
with nanoscale inclusions that cannot be fully identified.
However, in our opinion, they even in nanovolumes have
a complex phase composition and consist of a mixture of
Nb,Os5 (NbO), V,0s, SiO..

In accordance with modern views, destruction is not an
instantaneous act, but is a process that develops over
time. From the standpoint of kinetics, the moment of
formation of a crack of critical size, capable of spreading
spontaneously without receiving external energy (accord-
ing to the Griffith mechanism), is preceded by the gradual
accumulation of foci of destruction in the form of endog-
enous microcracks.

Figure 3 — Friction surfaces of Nb-V-Cu coating with carbon
nanotubes, illustrating the kinetics of the process of self-
correction of a transverse microcrack (2.5 m/s, 10.0 MPa)

The initiation of the phenomenon of intrastructural
self-correction of endogenous microcracks in the near-
surface layers of coatings is initiated, firstly, with activat-
ed carbon atoms, and secondly, with the self-consistency
of two complementary processes. On the one hand, the
working temperature reaches about 0.2—-0.3 Tm, on the
other hand, the action of compressive stress fields cover-
ing the volume of microcracks, at which both the diffu-
sion mobility of carbon atoms and the tubular diffusion of
vacancies along the cores of dislocations are activated.

Studies of the surface layers carried out by fine analy-
sis methods revealed microcrack foci occurring under
friction loading and found that their average sizes, which
were identified, are from 0.8 to 2.0 um at a concentration
of about 10'°~10"* m™ (in volume by two or three orders
less). The thickness of the surface layer with a high con-
centration of microcracks correlates with the porosity of
the coating material.

Thus, the use of carbon frame structures in the compo-
sition of nanoscale coatings is a promising direction of
surface engineering, providing a significant increase in
wear resistance and durability of products.

This publication continues the cycle of systematic re-
search on the creation of promising nanomaterial’s to
reduce friction coefficients and increase the wear re-
sistance of tribocontacts.

5 Conclusions

The validity of the used methodologies and algorithms
for conducting experimental studies was defined to im-
prove the wear resistance of detonation nanoscale compo-
site coatings due to intrastructural self-correction of en-
dogenous microcracks by carbon frame structures in the
form of nanotubes.

It is noted that activated carbon atoms not only form
surface carbides, but due to their size they easily diffuse
and are able to migrate to the places of formation of mi-
crocracks, which have excess surface energy. Due to
chemical and van der Waals attraction, these carbon at-
oms block the development of microcracks and their
subsequent annihilation.

It has been established that a high density of energy
stored in the surface layer under conditions of tribome-
chanical interaction, with the additive influence of ther-
modynamic factors and specific pressures, causes the
appearance of almost all possible physicochemical anom-
alous transformations in the solid phase in the frictional
contact zone. In this case, as a result of the thermal de-
struction of carbides, structurally free o-graphite is
formed.

The obtained results illustrated that the antifriction sur-
face thin-film layer containing graphite is formed during
the running-in process, and its composition and equilibri-
um roughness is reproduced and maintained, forming an
integral system of dynamically stable secondary struc-
tures. In the entire range of normal wear and tear, a dis-
tinctive feature of these secondary structures is that they
represent an active environmental, in each microvolume
of which energy is accumulated and released.
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It has been established that for the formation of pro-
cesses of intrastructural self-correction of endogenous
microcracks in the near-surface layers, not only activated
carbon atoms are needed, but also the influence of the
operating temperature and the effect of compressive
stress fields that cover the volume of microcracks.

The test results prove that partial healing of endoge-
nous microcracks accumulating in the surface layers dur-
ing friction due to their intrastructural self-correction

using carbon frame structures in the form of nanotubes
more than doubles the durability of coatings.
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IixBuIIEeHHS 3HOCOCTIHKOCTI MOKPHUTTIB 32 PAXYHOK

BHYTPIlIHLOCTPYKTYPHOI'0 CAMOKOpPETryBaHHA
babak B. I1., Binsuyk €. 1O., llleneros B. B.

[HcTuTyT TexHiuHOI Ternogizukun HAH Ykpainu, Byn. XKens6osa, 2a, 03057, M. Kuis, Ykpaina

AHOTanisi. 3amporOHOBAHO MEXaHi3M OJIOKYBaHHsA Ta MOJAbIIOl AHITUIANT EHAOTCHHUX MIiKPOTPIIIUH 3a
paxyHOK iX BHYTPIIIHBOCTPYKTYPHOI CaMOKOpekilii. BcraHoBIeHO, 1m0 mig 4ac TpHOOMEXaHIUYHHX IPOIIECIB
¢pukLiiiHOT B3aeMOfil B yMOBaxX aIWTHBHOTO BIUIMBY TEMIIEPATYpHHUX QUIYKTyamidi i MATOMHX HAaBaHTAXKECHb Yy
KOHTaKTHii 30HI BifOyBa€ThCs OJHOYACHA Misl BCIX MOIIMBHX BIUIMBIB 3 TOYKH 30py (Pi3HKO-XIMIYHIX aHOMAITBHHX
MIEPETBOPEHB y TBEPAiN (a3i, pe3yabTaToOM SKHX € TEPMIYHUHA PO3KIan KapOidiB i YTBOPEHHS CTPYKTYpHO BUTBHOTO
a- rpadiry. PesympraTn, orpumani mix wac BHIPOOyBaHb, NO3BOJIIOTH INPUITYCTUTH, IO aHTU(GPUKLIHHUN
MOBEPXHEBHH IIap, 10 MICTHTb IpadiT, yTBOPIOETbCA Y PEXHUMI HNPUPOOJEHHS, a HOro CKIaj, sIK i piBHOBaXKHa
IIOPCTKICTb, BIATBOPIOIOTHCS 1 MiATPHUMYIOTHCS, YTBOPIOIOYHM LTICHY CHCTEMY JAMHAMIi4HO CTiHKHMX 3HOCOCTIMKHX
CTPYKTYp Y BCbOMY Jliaria30Hi HOPMAaJIbHOTO 3HOIICHHS.

Konro4doBi ciioBa: neronamiiine HanuiIeHHs, 3HOCOCTIHKICTh, TOBEPXHEBUH IIap, CTPYKTYpHA IIPHCTOCOBAHICTB,
JIETYBaHHS.
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Abstract. The comparison results of the hardness measuring of welded metal and the heat-affected zone of the
eight welded beads from low-carbon steel obtained by surfacing CO,/MAG with welding bath oscillation influence at
values of amplitude equaled 0.5 mm (frequency values were 2.5, 3.0, 4.0, and 4.5 Hz) and 4.0 mm (frequency values
were 3.7, 3.8, 3.9, and 4.0 Hz) are presented. A technological mode was the same for all specimens. The special in-
fluence of amplitude on the hardness value is noted. The structural metal components of the beads with a maximum
hardness value are presented. An analytical calculation of the beads width depending on the value amplitude equaled
6 mm and oscillation frequency (values equal 2.5, 3.0, 4.0, and 4.5 Hz) of the weld pool is presented. A comparative
analysis of the calculated and experimental values of the beads width is given. The influence of the oscillation fre-

quency on the width value is noted.

Keywords: surfacing, oscillations, amplitude, frequency, acicular ferrite, hardness.

1 Introduction

One of the ways to increase the technological strength
of welded structures is to control for the crystallization of
the weld pool. A control tool is a welding torch or a melt
of a weld pool on which a periodic influence in the form
of vibrations or vibrations is superimposed. Crystalliza-
tion of the weld pool metal in such conditions contributes
to the formation of a fine-grained structure of the weld
metal and directional crystal growth it is reasons to ob-
taining high mechanical properties [1-3].

The method of imposing oscillations (vibrations) can
be mechanical, i. e. when the weld pool [1-6, 8—10] or
the welding tool [2, 7] oscillates during the process of
welding or surfacing; the use of modulated welding cur-
rent (pulsed current) [11]; periodic influence of an exter-
nal magnetic field [12], which in a certain way influences
the melt of the weld pool, the welding arc [13] or the
laser beam [14].

However, the simplest and cheapest way to control the
structure of the crystallizing metal of the weld pool,
which does not require expensive and complex equip-
ment, is the mechanical method of superimposing exter-
nal oscillations.

2 Literature Review

Nowadays, welding technologies with different types
of mechanical periodic influences on the crystallization of
a weld pool melt exist and have being investigated. So,
the use of transverse mechanical vibrations of the weld
pool makes it possible to increase the hardness of the
weld metal by 2.5 % at a frequency of 60 Hz and by
7.3 % at a frequency of 376 Hz [4] on stainless steel spec-
imens.

The apply of longitudinal oscillations of the weld pool
with a frequency of 400 Hz and an amplitude of 40 pm
provides the formation of a weld when welding medium-
carbon steel with significantly improved mechanical
properties: the yield strength is increased by 21 %, the
ultimate tensile strength is 26 %, and breaking strength —
by 39 % compared with specimens were obtained without
the influence of oscillations [5].

In the case of multi-pass manual welding of plane
stainless steel specimens, the use of vibrations at constant
amplitude and frequency made it possible to obtain welds
with a resistance to crack propagation greater by 25 %
and tensile strength greater by 8.8 % compared to speci-
mens welded without oscillation [6]. Combining the
transverse oscillations of the welding torch and the pulsed
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mode of welding, it is possible to carry out multi-pass
automatic welding without the use of a backing plate of
the seam already at a frequency of 2.5 Hz. Herewith, the
depth is higher than at a frequency of 5 Hz [7].

The apply of vibrations of the weld pool in welding of
aluminum alloy AA7075 has significantly improved the
resistance to hot cracking. So, with a frequency of 2050
Hz reported to the weld pool, it was possible to reduce
the sensitivity to hot cracking to 20 %, while in the with-
out of vibrations this value reached 82 %. However, the
apply of vibrations frequency of the order of 100 Hz does
not only not makes reduce the sensitivity of hot cracking,
but increases it to 87 % [8].

The authors of work [9] executed welding of speci-
mens from mild steel with a vibrator immersed in the
weld pool and which transmitted vibrations from the
ERM motor to the weld pool with a maximum frequency
of 300 Hz and an amplitude of 0.5 mm. specimens weld-
ed at this frequency had an increased micro hardness due
to the favorable orientation of the crystals and their re-
finement. At the same time, yield strength increased by
27 %, and ultimate tensile strength — by 23 % compared
with samples welded without the influence of vibration.

A key feature of manual welding technology of the
low carbon and stainless steels specimens with vibrations
applying described in [10] is the use of vibrating engrav-
ers, where the welder’s hand with a welding torch is
placed. The vibration frequency in the experiments was
600 Hz, 800 Hz, and 1 kHz, and the amplitudes were
0.235, 0.324, and 0.425 mm, respectively. It was noted
that due to dendrites refinement, it was possible to maxi-
mally (at 1 kHz) increase the impact strength of welded
specimens by 25 %.

From the above examples it follows that the use of pe-
riodic mechanical action during the welding process
forms crystals during the period of crystallization by
refinement and accelerates their growth, it most favorably
takes influence the mechanical properties such as hard-
ness, yield strength, impact strength and especially tensile
strength (an increase of 39 % [5]) and sensitivity to hot
cracking (decrease to 20 % [8]).

The aim of this work is to study the effluence of the
amplitude - frequency characteristics of the weld pool
low - frequency mechanical oscillations on the weld met-
al hardness and the weld beads width. A key feature of
the research is the type of transverse oscillations. They
are reciprocating motion along a circle arc, as shown in
Figure 1. The deviation angle from the vertical position
does not exceed 20°.

3 Research Methodology

3.1 Experiments

Experiments are semiautomatic CO,\MAG surfacing.
As electrode is a steel wire enveloped into the copper of
type ER70S-6 (C: 0.06-0.15 %; Si: 0.80-1.15 %;
Mn: 1.40-1.85 %; P: 0.025 %; S: 0.035 %) with a diame-
ter of 1.2 mm is fed by a welding semiautomatic feed
device (SFD) through the welding torch into arc burning
zone.

The surfacing current is controlled by the electrode
wire feed speed. The wire feed speed is carried out both
smoothly and discreetly through the corresponding toggle
switches on the control panel. The surfacing current value
was determined by an ammeter located on the front of the
power source. The power source is a rectifier for manual
and automatic welding, providing a maximum current of
up to 400 A.

A welding torch mechanical rectilinear motion is car-
ried out through a movable frame with a smooth control
tumbler of motion speed.

A specimen is fixed on a welding frame oscillating
along a circle arc in the direction perpendicular to the
surfacing direction. The welding frame oscillations are
generated by a stepper motor. The amplitude and fre-
quency of oscillations are set directly through the stepper
motor control panel Figure 2. The maximum frequency at
which the stepper motor is a stable mode work is 4.5 Hz.
The amplitude of the surfacing bead stable formation is
does not exceed 6—7 mm. The welding frame was set in
oscillatory motion state after 5—7 seconds from the mo-
ment ignition of welding arc.

Stepper motor
-

MAG welding torch

/

P  Workpiece

[

Bearings

s

Figure 1 — The welding frame scheme of transverse vibrations
of the weld pool

Figure 2 — The appearance of the control panel stepper motor
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Nine plates with size 180x40 mm of low-carbon steel
thickness 8 mm were used as specimens for surfacing.
Before surfacing, each specimen was cleared of protec-
tive coating, rust and oils by means of mechanical grind-
ing.

As gas used in the experiments was technical CO, —
99.5 %. Technological modes of surfacing were:
I=215A, U=26V; V=36 m/h; gas flow rate in a range
of 9-12 I/min; amplitude-frequency responses of the
welding frame oscillations are presented in Table 1.

Table 1 — The values of amplitude-frequency characteristics
at which specimens were obtained

Specimen no. Frequency, Hz Amplitude, mm
1 Without oscillations
2 2.5
3 3.0
0.5
4 4.0
5 4.5
6 3.7
7 3.8
4.0
8 3.9
9 4.0

3.2 Hardness measurement

For hardness measure all specimens were cut trans-
versely and then all weld bead cross sections were pol-
ished to purity level of 14. Then there were etched about
chemically in a 4 % alcoholic solution of nitric acid for
10 seconds.

The study of the welded metal structure and heat-
affected zone (HAZ) metal structure, as well as photo-
graphing the structures obtained were carried out on a
microscope  “NEOPHOT-32” and  using  the
“OLYMPUS” digital camera.

Vickers hardness at a load of 100 g (microhardness)
was measured in the center of casted crystallites. The
values of the welded beads hardness are presented in
Table 2.

3.3 The calculation of welded bead width
by the amplitude-frequency response

It is known, in surfacing it is necessary to achieve the
minimum penetration depth of the base metal and to ob-
tain a weld bead with a maximum width and minimum
gain. However, to increase the width, it is necessary to
increase the input of heat into the base metal, that also
increases the depth of penetration [16, 17]. Using trans-
verse oscillations, it is possible to reduce the penetration
depth and significantly increase the weld bead width
without arc current and voltage increase.

When surfacing a workpiece that performs harmonic
oscillations by a given law, the width of the weld bead H
is described by the equation of harmonic oscillator forced
oscillations:

2
d—f+2y@+a)§x:£00527zw, ()
dt dt m

Where x — current coordinate of the weld pool melt
mass center, m; 2y = f3/(p, h*) — coefficient of viscous

friction; @, =(g/1)""* - eigenfrequency of free oscilla-

tions of melt; § — viscosity coefficient of melt metal, Pa-s;
m — mass of the welding frame on which the specimen is
fixed, kg; h — distance from the melt mass center to the
interfacial border, m; p; — density of liquid steel, g/cm3;
g — acceleration of gravity, m/s*; [ — distance from the
axis of oscillation to the melt mass center, m; Fy — driving
force amplitude, N; v — the external oscillation frequency
that is given, Hz.
A solution of equation (1) will have the form [18]:

()= ol

m\/(a)(f - VZ)Z +4yi?

where @ = arctg[2yv (o} —v?)] — shear angle between

cos(271t +6), )

driving force F, cosat and x(f) coordinate. The driving

force F is related to the torque on the shaft of the step-
ping motor Mo, N'm by the expression: F, =M, /[. The

moment magnitude M, is determined by the oscillation
amplitude and the welding frame mass of the frame with
the workpiece fixed on it by the expression: M, =Amg,

where A is oscillations amplitude.

The weld pool melt within of the heat saturation period
t has the sphere shape of a volume V, one can approxi-
mately determine the distance from the melt mass center
to the interfacial border 4 as the sphere radius:

heaV _[3m 3)
4z 4rp,

The metal mass of the weld pool m [kg] without taking
into account the losses for spraying and evaporation tak-
ing into account (2), can be determined by the expression
[19, 20]:

L
m:amlat+pthL:amIa q + ph q =
272AT, ~T,V,, eV, col,

i

_ MU, Py n’1,’U,’ @

—a l -
am ‘ 272%‘(7‘”1 _T‘i )st 2 ”A(Tm _]-‘! )st €C¢Tn1

. oqlU, U,
= a, + )
27AT, ~T,V, ecqT,

where a,l,t - the mass of weld pool metal because

of the electrode melting. Where a,, =15-25 g/(A-h),
when surfacing /welding in CO, — the melting coefficient;
p, F, L — mass of weld pool metal because of the base

metal melting; F,, — melting cross-sectional area of the
base metal, m’; L — weld pool length, m; cp — volumetric
heat capacity, J/(m’-K); g=nlU, — effective power of

welding arc, W; n — efficiency of arc heating; I, — arc
current, A; U, — arc voltage, V; 4 — coefficient of thermal
conductivity, W/(m'K); 7,, — metal melting tempera-
ture, K; 7; — initial metal temperature, K; Vy; — surfacing
speed, m/s.
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4 Results

4.1 The influence of amplitude-frequency
response on the value of hardness

As a result, the Vickers hardness values of welded
beads are presented in Table 2.

The study of the welded metal beads microstructure of
all nine specimens showed the classical orientation of the
crystallites - the crystals grow perpendicular to the sec-
tion plane of the metal bath and the base metal. Besides,

in all specimens the crystallites become larger, as the
distance from the fusion zone increases [15].

In all surfacing variants the structure is same approxi-
mately and consists of various modifications ferrite (po-
lygonal, polyhedral, acicular) and perlite (Figure 3).

Polygonal ferrite is observed in the form thin lengthen
extractions along of casted crystallites boundaries. Poly-
hedral ferrite is clusters in the equiaxial ferritic grains
form. Acicular ferrite is observed in the bodies of casted
crystallites in the form of basket weaving plates. Perlite is
observed in the form of dispersed extractions along the
ferritic grains boundaries.

Table 2 — The Vickers hardness values of welded beads

Specimen Vickers hardness, kgf/mm?

number elded metal Large grain region | Small grain region | Partial melt region | Base metal
1 201-210 233-283 240-242 205207 179-189
2 201-206 296-297 240-243 193-213 185-187
3 202213 294-297 280283 218-256 176-188
4 201-206 203264 198-199 189-190 180-187
5 199-212 206254 223-225 165-169 172-186
6 187-199 198-209 170-176 169-182 169-176
7 228-236 228 213 199213 189-191
8 218-230 213-216 188-213 187-193 181-199
9 242-245 206-236 191-215 156-264 160-181

Figure 3 — Characteristic types of specimens
microstructures x200: a — cross section center of welded bead;
b — fusion line; ¢ — root part

According to the Table 2 data, specimens 9 has the
maximum hardness value is caused by a rather large pro-
portion of acicular ferrite in the crystallites structure
compared to other specimens. The specimen 6 has the
smallest hardness value of both the weld metal and HAZ,
that is due to a significant proportion of polygonal ferrite,
despite the content of acicular ferrite in the crystallite.
The highest hardness HAZ value is in specimens 2 and 3
in areas of large grain, that is a consequence of the pres-
ence of a structure consisting from mixture of upper and
lower bainite.

4.2  The influence of amplitude-frequency
response on the value of width

For five different the oscillation frequency values v,
the calculation was carried out with the technological
mode parameters: [I,=100A; U,=20V; 7n=0.;
Vy=0.003 m/s; and with an amplitude of 6 mm, black
steel thermophysical properties: a,, = 15-25 g/(A-h);
pis= 1.02 g/cm3; cp=4.8 J(em*K); T, =1810K (for
Fe); T; =293 K; 1= 50 W/(m-K); = (5.0-8.5) 107 Pa-s;
/=150 mm.

For the welding frame and workpiece with total weight
m =5 kg that is experiencing oscillations with amplitude
equals up to 6 mm, it is necessary to choose an engine
with a torque will be not less My = 6-5-9.81 = 0.3 (N-m).

Considering the friction in the bearings, the value
M,y = 0.5 N-m is assumed for calculation.

Also, five welded specimens were obtained at adjusted
frequencies, amplitude and technological mode. The re-
sults of calculating the welded beads widths and their real
width values are given in Table 3. The welded beads
appearance is shown in Figure 4.
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Table 3 — The calculated and measured width values

5 Conclusions

of the weld beads
These studies demonstrate a tendency to increase the
. Calculated Measured o .

Specimen Frequency, weld bead metal hardness and HAZ with increasing fre-

weld bead weld bead . . .
number Hz Lt Lt quency and especially the amplitude of external oscilla-
Width, mm Width, mm tions. Consequently, if at amplitude value of 0.5 mm and
1 45 130 14 an oscillations frequency of 4.5 Hz, the hardness of a
2 4.0 12.0 13 welded bead metal did not almost change in comparison
3 3.0 10.4 12 with a welded bead metal of bead obtained without weld
4 2.5 10.0 12 pool oscillations, then at an amplitude of 4 mm, the hard-
5 without B g ness increased 1.16 times. The reason for this effect is to
oscillations increase the degree of fine-grained metal confirmed by

the results of the work [3], obtained under conditions
close to that experiments. In addition, this effect is due to
a significant increase in the proportion of acicular ferrite
in the weld bead metal compared to the amount of poly-
hedral and polygonal ferrite, which confirms the hypothe-
sis outlined in the work [21] according to it by means of a
weld pool mechanical oscillations can change not only
the grain size, but also to form useful structural compo-
nents of the welded metal without introducing additional
alloying.

This analytical calculation allows us to estimate the
weld bead width with an accuracy of 7-20 %. Moreover,
the lower the frequency, the higher a magnitude of the
error. This is probably due to a features of a welding arc
burning, a degree of burning stability of which somewhat
decreases at a lower frequency due to re-ignition after a
short circuit. This feature requires further study and is not
taken into account in this calculation. Also, these studies
have shown that the frequency is not only a factor in con-
trolling the metal microstructure of the weld bead, but
also controlling its width, which is confirmed by the re-
sults of the work [22].

Figure 4 — Weld beads for the different frequencies:
1-45Hz;2-4.0Hz; 3-3.0 Hz, and 4 — 2.5 Hz; 5 — without
oscillations
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BuBuenHns BILJIUBY FapMOHi'lHI/IX KOJIUBAaHb 3Bap10BaJIBHOi BaHHHM HA TBepI[iCTL

3BApPIOBAJILHOIO MeTAJIy i IIMPUHY 3BAPHOIO IBA
Jlebenes B. A., Conomiituyk T. I'., Hopukos C. B.

Inctutyt enexrpo3BaproBanss im. €. O. [Tatona HAH VYkpaiuu, Byn. K. Manesuya, 11, 03150, M. Kuis, Ykpaina

AHoTauisi. Y po0oTi HaBeAEGHO pe3yNIbTaTH TMOPIBHSAHHSA TBEPAOCTI 3BApIOBAHOTO METAdy 1 30HH TEIJIOBOTO
BIUTMBY BOCEMH 3BapHHUX IIBIiB 3 HU3BKOBYTJIEIEBOI cTalli, oTpruMaHoi HarutaBieHHsM CO,/MAG 3a BIUIHBY KOJHBaHb
Ha 3BapIOBaJIbHY BaHHY IpH 3HadeHHAX amrutityn 0,5 MM (s gacror 2,5, 3,0, 4,0 1 4,5 ') Ta 4.0 MM (Ut 9acToT
3,7, 3,8, 3,9 i 40T'n). IIpyn 1npoMy TEXHOJOTIYHHN peXUM OYB OTHAKOBHM JUIS BCIiX 3paskiB. Y pe3yibTarTi
BiZI3HAU€HO OCOOJNMBMI BIUIMB aMIUNTyJu Ha 3HA4YCHHS TBEpPAOCTi. TakoX HaBeAeHI CTPYKTYpHI MeTayeBi
KOMIIOHEHTH IIBIiB 3 MaKCHMaJIbHUM 3HAYE€HHSM TBEPJOCTi. 3alpONOHOBAHO METOJHKY aHAIITHYHOTO PO3pPaxyHKY
[IMPHUHY IIBa B 3aJIE)KHOCTI Bl aMIUTITYau (ZOpiBHIOE 6 MM) 1 YacTOTH KOJNWBaHb (3HadeHHA 2,5, 3,0, 4,0 1 4.5 ['m)
3BapIOBAIbHOI BaHHH. HaBeleHO MOPIBHSUIBHUN aHA3 PO3PAaXyHKOBHX Ta €KCIEPUMEHTAIbHUX 3HAYEHb LIMPHHH
1Ba. BiJ3HaueHO BIUIMB YaCTOTH KOJMBaHb 3BAPIOBAILHOT BAHHU Ha IIMPUHY 3BAPHOTO IIIBA.

Kirouogi ciioBa: HaruiaBieHHs, KOJMBAHHSI, aMILTITy/1a, YaCTOTA, TOTYACTHI (PEPHUT, TBEPIICTh.
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Abstract. This paper has presented improved response performance of two-phase hybrid stepping motor control

using proportional integral and derivative (PID) tuned outer and inner loop compensators. It is desired to improve the
response performance tracking of a two-phase hybrid stepper motor to achieved overshoot less than 5 %, settling time
less than 0.16 s, and rise time less then 0.02 with 2 % criterion. To achieve the objective of the study, a dynamic
model of a two-phase hybrid stepper motor was obtained in the form of a transfer function. A robust PID tuning tech-
nique was adopted using the single input single output (SISO) Graphic User Interface (GUI) of the design task of the
Control and Estimation Tool Manager (CETM) of MATLAB software in designing the compensators. A single com-
pensator was designed and added to control loop of a two-phase hybrid stepping motor to improve the response per-
formance. Simulation was performed in MATLAB and an overshoot of 8§ % with the single loop compensator. How-
ever, the overshoot of the system requires further improvement. A new control loop was proposed using two-
compensator loop structure. The outer loop and inner loop compensators were designed and added to the two-phase
hybrid stepper motor control. Simulation was performed in MATLAB and the result obtained showed that with the
two-compensator loop structure, the overshoot was greatly reduced to 2.6 % with rise time of 12 ms and settling time
11 ms. This indicates that the response tracking performance of the system has been improved by the combined outer

and inner loop compensators.

Keywords: compensator, control loop, graphic user interface, proportional integral and derivative, PID tuning.

1 Introduction

Stepper motors are a kind of electromagnetic mechani-
cal devices that can transform discrete electric impulses,
typically of square wave pulses, into linear or angular
displacement [1]. They are special type of synchronous
motors designed to rotate through fixed angle called a
step for each electrical pulse received from control unit
[2]. They are usually employed in control and measure-
ment applications because of the advantage of easy open
loop control and no error accumulation which they offer
[1, 3]. Stepping motors are perfect choice for applications
with small power (less than 100 W) while maintaining
fast and efficient positioning control such as in robotics,
machine tools, servos, aerospace applications, printers,
and scanners [1, 4].

There are various advantages offer by stepper motors
such as small inertia, great output torque, and high fre-
quency response [1]. These characteristics have made the

use of stepping motors to be wide in the industry current-
ly, especially in control applications and measurement [1,
5]. Apart from the benefits mentioned above, such ad-
vantages like compatibility with digital system and no
feedback sensor requirement for position and speed sens-
ing [2, 6] have made their use worthwhile in control sys-
tems engineering. However, some drawbacks of stepping
motor are its relatively long settling time and overshoot
for a given step response [1]. There are different types of
stepping motors. One of them is the hybrid stepping mo-
tor.

A stepping motor that contains the permanent magnet
rotor and many teeth both on the rotor and stator poles is
called the hybrid stepping motor. Two- phase hybrid
stepper motor is stepper motor that contains the perma-
nent magnet rotor and many teeth both on the rotor and
the stator poles [1]. These devices are most commonly
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employed in the industry as ensures that the power elec-
tronic circuits are relatively simple because of higher
efficiencies over the variable reluctance permanent mag-
net stepping motors.

In this paper, the objective is to develop PID tuned
two-compensator control loop structure that will improve
the performance response of a two-phase hybrid stepper
motor. The system is expected to meet the following
performance criteria. Overshoot is less than 5 %, settling
time — 0.16 s, and rise time — 0.02 with 2 % criterion.

2 Literature Review

Attiya et al [1] designed a fuzzy-proportional integral
and derivative (PID) controller for variable speed control
of two-phase stepping motor in robotic grinding. It aimed
to improve the speed control performance of two-phase
hybrid stepping motor. Six motor speed input conditions
were considered for simulations. Simulations were con-
ducted in MATLAB. Salis et al [12] studied learning
position controls for hybrid step motors, from current fed
to full order models. Experimental study of both adaptive
and repetitive learning position control presented in lit-
erature for voltage-fed hybrid step motors was carried
out. Liu and Li [13] designed a stepper motor position
control system based on digital signal processor (DSP).
An incremental PID control algorithm was designed.
Experimental and simulation comparison of open-loop
control and closed-loop with PID effect was conducted.
With the PID closed-loop control, the results indicated
that effective improvement of the precision and dynamic
performance of the stepper motor can be realized. An
emotional controller for position control of hybrid stepper
motor derives called Brain Emotional Learning Based
Intelligent Controller (BELBIC) was proposed by Kha-
lilian et al [14]. It adopted direct torque control technique.
Simulations were conducted to ascertain the effectiveness
of the controller and the results obtained indicated fast
response, no overshoot and zero steady-state error. A
bang-bang control strategy was proposed in [9] for two-
phase hybrid stepper motor. Current tracking was per-
formed and the current was continuously maintained
within sustained limit in phase and desired speed ob-
tained. However, the control technique has fast switching
limitation. Two-phase hybrid stepper motor control using
Fuzzy-PID is presented by Zhang and Wang [6]. A com-
parison of the Fuzzy-PID with conventional PID indicat-
ed that the former yielded better performance than the
later.

Impressively, stepper motors have multiple “toothed”
electromagnets arranged around a central gear-shaped
piece of iron [1]. Figures 1 and 2 show the general step-
ping motor main parts and a cross-section of two-phase
hybrid motor.

Stator

Coil

Box

Figure 2 — Cross-section of two-phase
hybrid stepping motor [1, 8]

3 Research Methodology

3.1 Mathematical modelling

3.1.1 General equations

Only A typical model of a two-phase hybrid stepping
motor consists of the shaft mechanical dynamics together
with the electrical dynamics of the stator coils [1, 9]. The
electrical response is faster than the mechanical response
[1, 9, 10] which makes it possible to consider the mathe-
matical dynamics only [9].the model consists of electrical
and mechanical equations [9]. The electrical dynamics
are given by [9]:

dI

a :i(va_RIa+mesinN9); (1
dt L
dI
b :l(\/h —RI, + K, 0cosNo). @
dt L

Mechanical equations are [9]:

dI/dt = (K, I,cosNO — K, I,sinNO —
— B — T, — K,,sindN0); 3)

a0 _ ® 4
dt

where 1, and [, are the currents in phases A and B re-
spectively, A; V, and V,, are the voltages in phases A and
B respectively, V; o is the rotor speed, rad/s; € is rotor
position, rad; R is the resistance of the phase winding ;
L is the self-inductance constant, H; B is the viscous fric-
tion constant (N-m-s/rad); J is the rotor inertia, kg'mz;
Ty is the load torque, N-m.
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3.1.2 Transfer function model

Figure 3 shows the model of a two-phase hybrid step-
ping motor [1]. The open loop transfer function of G(s) of
two-phase hybrid stepping motor is given by [1, 6, 11].

KH 1 Ke 1
THs + Js+E

Figure 3 — Model of two-phase hybrid stepping motor [1]

The values of the parameters of selected stepping mo-
tor for MATLAB simulation are presented in Table 1.

Table 1 —Simulation parameters [8]

Parameter Value Unit
L 4.0 mH
R 1.2 Q
J 260 kg-m*
B 0 N-m-s/rad
B 1 -

Kpy 100 -
K, 0.2 N-m/A
N 180 -
K;, 0 -
Ky 15 -
K;; 500 -
K, 5 -
K, 500 -

The open-loop transfer function of two-phase hybrid
stepping motor considered in this paper given by [6]:

2700000(s + 5)(s +100) 5)

G(s) = .
® s* +19799s° + 650000s> + 7500s

3.1.3 State space model

The transfer function of a two-phase hybrid stepping
motor presented in equation (5) is transformed into a state
space model as follows:

Y(s) 2.7-10°(s+5)s +100) 6)
UGis)  s*+19799s° +6.5:10°s* +7500s
X(s) Y(s) 2.7-10°(s+5)s+100) ()
UGs) X(s) s*+19799s° +6.5:10°s* +7500s
X(s) 2.7-10° (8)

UGs)  s*+19799s® +6.5:10°s> +7500s
X(s)-[s* +19799s” +6.5-10°s> +7500s] = 2.710°U(s). (9)
Assuming zero initial conditions:

s*X(s) +197995°X(s) + 6.5:10°s*X(s) (10)
+7500sX(s) =2.7-10°U(s) .

The expression in s-domain is converted into time do-
main as follows:

X=X,; (11)
IR (12)
dt

%2 _y o (13)
dt }

dx, x,: (14)
dt

X, ==7500x, - 6.51° x, ~19799x, +2.710°u(r). (15)

Transforming equations (11)—(15) into state space
form gives:

510 1 0 0 Tx]1 7T o
k|00 | 0 x| 0|, 09
X] 0 0 0 1 X3 0 ’
%, [0 =750 -6510° -19799|x, | |2.710°
YO _ 1055 +500; (17)
X(s)
Y(s) = (s +105s +500)X(s). (18)

Solving equation (18) and transforming it into state
space form gives:

y=[500 105 1 0][x, x, x, x,°. (19

Equations (16) and (19) match the general, linear state
space form:

X = Ax+ Bu; (20)
y = Cx+ Du, (21)

where D = 0 for simulation in this paper.

3.2 System Configuration and Compensator
Design

3.2.1 System configuration

Two closed-loop structures of the two-phase hybrid
stepper motor control system were considered in this
paper as shown in Figures 4 and 5. The structures con-
form to single-input single-out feedback loop of the
MATLAB control tool. The loop has two compensators,
two summing points, and a unit feedback gain.

Eis) HFH\ Cis) o i) Vgl
.\-[ —

Figure 4 — Initial system configuration
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Figure 5 — Final system configuration

3.2.2 Compensator design

In this paper, three compensators were designed using
proportional integrating and derivative (PID) tuning
method. Automatic (balanced performance and robust-
ness) design mode was adopted. This was achieved using
the SISO graphic user interface (GUI) design task of the
Control and Estimation Tool Manager (CETM) of
MATLAB software. The first compensator, C(s) was
designed and added to the control loop and simulation
performed as shown in Figure 4. In a bid to further im-
prove the response performance of the plant, two-
compensator control technique was developed, with outer
loop compensator, C;(s) and inner loop compensator,
Cy(s) as shown in Figure 5. Tables 2—4 show parameters
of the developed compensators.

Table 2 — Parameters of compensator, C(s)

Type Location Damping Frequency
Real Pole -175.40 1 1754
Integrator 0.0 -1 0.0
Real Zero -83.3 1 83.3
Table 3 — Parameters of compensator, C;(s)
Type Location Damping Frequency
Real Pole -2.38 1 2.38
Integrator 0.00 -1 0.00
Real Zero —1.18 1 1.18
Table 4 — Parameters of compensator, C,(s)
Type Location Damping Frequency
Real Pole —1.00 1 1.00
Real Pole -5.88 1 5.88
Real Zero —1.00 1 1.00
Real Zero —-1.00 1 1.00

The gain of the compensator is equal to 0.6, 944.1 and
3.0 for data presented in Tables 2, 3, 4 correspondently.

Hence, the mathematical expressions of the compensa-
tors are given by equations (22)—(24). The closed loop
control structure for the simulation in MATLAB envi-
ronment is shown in Figure 5:

1+0.012s

Cs)=06—" ™ . (22)
s(1+0.0057s)

C,(s) = 944_1%; (23)
s(1+0.42s)

C.(s) = 3,00 HAES) (24)

(1+5)(1+0.17s)

4 Results

This section presents the simulation results obtained in
MATLAB. Figure 6 is simulation results for control loop
simulation of the plant (uncompensated). With first feed-
back compensator added to the forward path of the
closed-loop, simulation was conducted and result ob-
tained is shown in Figure 7. Figure 8 is the simulation
result of the final proposed closed control system for two-
phase hybrid stepping motor with two-compensator con-
trol algorithm. Figure 9 is the Bode stability plot of the
proposed two-compensator closed loop control. The
performance comparison of the system for various simu-
lation cases considered is presented in Table 5.

Step Response

0.6~ 4

Amplituce

04~ 1

0.2

n 0.5 1 T8 Fl 75 3 35
Time (seconds)

w0

Figure 6 — Step response plot for uncompensated system

» Step Response

1 i i 1 i i
o 0.0 0.02 ooz 004 0.05 0.06 0.07 0.oe 0.9 N |
Time (seconds)

Figure 7 — Closed loop step response with compensator C(s)

Step Re
o plResponzaly

| |
(1} 0.05 0.1 015 0.2 0.25 0.3 0.35 0.4
Time [seconds)

Figure 8 — Closed loop step response with two-compensator
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Table 5 — Characteristics performance comparison

Characteristics | uncompensated C(s) C(s) and Cy(s)
Rise time (s) 8.3-1077 0.01 0.02

Settling time (s) 1.6-10° 0.07 0.11

Overshoot (%) 0.0 8.01 2.56

5 Discussion

The step response performances of the various cases
considered are presented in Table 5. It can be seen that
the result of the uncompensated two-phase hybrid step-
ping motor control loop shown in Fig. 6 is quite promis-
ing. However, the response performance gives 0 % over-
shoot and below the setpoint value. This indicates that the
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IMokpaleHHs1 XapaKTePUCTUKH KePYBAHHA ABO(A3ZHUM riOPUIHUM KPOKOBUM
JABUTYHOM i3 3acTtocyBanHsM PID-HasamroBaHnx KoMneHcaTropis

30BHIIIHBOI0 Ta BHYTPIllIHLOI0 KOHTYPiB
Onmeka E. B.', Uin’e6epe M., Hkipyka A. I1.2

"' Kadenpa enexrponiku, Yuisepcuter Hirepii, m. Hirykka, Hirepis;
? Kacenpa elekTpoTexHikn Ta exektpoHiky, Yaisepcurer U. O. OmkyKky, M. Vi, Hirepis

AHoTanisi. Y CTaTTi HaBEeOCHO TMOJINIICHY XapaKTEPUCTHKY KepyBaHHA ABO(GA3HHM TiOpUIHUM KpPOKOBUM
IBUTYHOM 13 BHKOpUCTaHHAM PID-HanmamroBaHMX KOMIICEHCATOPiB 30BHIIIHBOIO Ta BHYTPIIIHBOTO KOHTYPIB.
[TixBumeHo edexkTHBHICTD BIITyKy IBO(A3HOTr0 riOpHUIHOrO KPOKOBOTO JIBUTYHA O JOCATHYTOTO Iepe PEeryIIoOBaHHS
HwKk4e 5 % 1 uvacy perymroBanHs 0,16 c. J[nsg MOCATHEHHS METH JOCHIDKEHHS CTBOPCHO JWHAMIYHY MOJIECNb
IBO(a3HOrO TiOPUAHOTO KPOKOBOTO JIBHIYHA 3a JOIOMOTOI0 Inepenaroynoi ¢yHknii. OOpaHO HaliiHY METOIUKY
PID-nanamTyBaHHs, Ska BUKOPHCTOBYE €IMHUA BXiTHWI CHTHAJ 13 3aCTOCYBaHHAM TIpadiuHoro iHTepdeircy
KOPHCTyBa4a, a TaKOXX JUCIETYepa iHCTPYMEHTIB KOHTpOdro Ta ominku mporpamMd MATLAB mms npoekTyBaHHS
KomreHcaTopiB. Jns migBHINEHHS e(EeKTHBHOCTI BIATYKY OIMH KOMIICHCATOpP CIIPOEKTOBAaHO 1 BOYAOBAaHO [0
KEpYyIO4oro KOHTYpY ABO(A3HOro TiOpHAHOTO KPOKOBOTO JBUryHAa. UHCIIOBE MOJENIOBAaHHS BHKOHYBAJIOCH Y
nporpami MATLAB, a koedilieHT nepeperysroBaHHs CTaHOBUB 8 % IUIsi OJJHOJIAHKOBOTO KoMmIleHcatopa. OmHak
HasBHE IIEPEPETyNIOBaHHs CHCTEMH BHMMarae IIOJAJIbIIOT0 ii yHOCKOHaleHHsA. Y 3B’SI3Ky 13 muM, Oyio
3aIpONOHOBAHO HOBHH KOHTYp KEPYBaHHS i3 BHKOPHCTaHHSIM CTPYKTYpPH 3 IBOKOMIIEHCATOPHHM KOHTYpOM. Y
pe3yabTaTi po3po0IeHO KOMIIEHCATOPH 30BHIMIHBOTO 1 BHYTPIITHBOTO KOHTYPY, SIKI 3aCTOCOBaHI IpH KepyBaHHI
nBo(ha3HUM TiOPUIHIM KPOKOBUM JIBUTYHOM. UHCIIOBE MOJIEIIOBaHHS 3I1HCHIOBANIOCH i3 3acTocyBaHHSIM MATLAB,
a OTpUMaHMH pe3ylbTaT II0Ka3aB, IO JUI JBOKOMIICHCATOPHOI CTPYKTYPH IIepeperyJroBaHHs OyJio 3HAauHO
ckopoueHo 10 2,6 % 3 uwacoM perymoBaHHs 12 Mc. lleil pe3ympTaT CBiJUUTH NPO MOKpamieHHs e(eKTUBHOCTI
CHCTEMH BIJICTEXEHHS BIATYKAMH NIIIXOM 3aCTOCYBaHHS KOMOIHOBaHMX 30BHIIIHIX 1 BHYTPIIIHIX KOHTYDIB
KOMITEHCATOPiB.

KiouoBi cjioBa: xoMmneHcaTop, KOHTYp KepyBaHH:, rpadidHnil iHTepdelic KopucTyBada, MPOMOPLiiiHI 1HTeTpat 1
noxinHa, PID-HanamryBanHS.
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1 Introduction

Problems of the flexure of plates resting on elastic
foundations are fundamental in geotechnical and structur-
al engineering and analysis. They are encountered in the
analysis and design of foundations such as column foot-
ings, combined footings and raft foundations. They are
also encountered in problems of structural analysis that
are mathematical analogues of the plate on Winkler foun-
dation problem. Many theories exist for the analysis of
the flexural behaviour of plates. They include: Lagrange
plate theory, Germain theory, Kirchhoff theory, Von
Karman theory, Reissner [1, 2] theory, Mindlin [3],
Shimpi [4] theory, Reddy [5] theory, and other variants of
Refined plate theory and shear deformation plate theories.
Kirchhoff plate theory also called the classical thin plate
theory is adopted in this paper. The fundamental hypothe-
sis of the Kirchhoff plate theory includes:

1) straight lines normal to the plate’s middle surface
remain straight after bending deformation;

2) straight lines normal to the plate middle surface be-
fore deformation remain normal to the middle surface
after bending deformation;

3) the thickness of the plate does not change during
flexural deformation.

The Kirchhoff plate theory is a two dimensional ap-
proximation of the mathematical theory of elasticity ap-
plied to plates to determine the stress and deformation
fields in thin plates subject to forces and moments under
different restraint conditions. It is an extension of the
Euler-Bernoulli beam theory, and assumes that a middle
plane surface, neutral during deformation can be used to
represent a three dimensional plate in two dimensional
form (Mama et al, [6]). The obvious merits of Kirchhoff
plate theory include:

1) the problem is reduced to two dimensional one;

2) the uncoupling of bending and stretching behav-
iours;

3) the linear nature of the governing partial differential
equation;

4) stresses can be calculated from
displacement relations;

5) it is commonly applied.

The most significant defect is the neglect of transverse
shear deformation and its inability to model cases in
which shear deformation plays a significant role. The
interaction of soil on the foundation structure is repre-
sented by the soil reactive pressure distribution (Case-
lunghe and Erikson, [7]).

the stress-
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Many models exist for describing the soil interaction
on the foundation structure. The elastic foundation mod-
els are classified as discrete parameter models, simplified
elastic continuum models and elastic continuum models
(Rajpurohit et al, [8]; Ghaitani et al, [9]). In discrete pa-
rameter models, the elastic foundation is modeled as a set
of closely spaced discrete individual springs that may or
may not be coupled to one another. In continuum models,
the mathematical theory of elasticity is used to find com-
plex analytical expressions that describe the soil reaction.
Simple elastic continuum foundation models are models
that may be described as simplifications of the theory of
elasticity formulation for the soil reaction. Discrete pa-
rameter foundation models include: Winkler [10], Paster-
nak [11], Filonenko-Borodich [12], and Hetenyi [13]
foundation models, as well as generalised two- and multi-
parameter foundation models.

The simplest representation of soil reactive pressure
distribution is provided by the classical Winkler founda-
tion model which replaces the subgrade by a mechanical
analogy made up of single bed of closely spaced inde-
pendent vertical springs, without interaction with one
another. In the Winkler foundation idealization, the soil
reaction at any point on the foundation (plate) is directly
proportional to the deformation of the foundation (plate)
at that point. Thus, analytically,

p(x,y) = kw(x,y), ey

where p(x, y) is the soil reactive pressure distribution
at an arbitrary point (x, y) in the plate-soil interface area,
w(x, y) is the corresponding vertical deformation and k; is
the constant of proportionality, representing contact pres-
sure per unit deformation — commonly referred to as the
Winkler coefficient or coefficient of subgrade reaction or
simply the subgrade modulus.

Hence in the Winkler model, &, is the only foundation
parameter characterizing the elastic response of the soil,
Winkler’s foundation has the basic demerit of resulting in
a vertical deformation of only those springs alone that are
located under the loaded region. Thus the Winkler model
leads to discontinuity of vertical deformation at the edges
of the loaded plate. In addition, the Winkler model im-
plies that a point undergoes vertical deformation that is
independent of the vertical deformation of other adjoining
points; which is not in line with elasticity findings. These
shortcomings have led to the development of other dis-
crete parameter foundation models that account for the
effect of shear interaction (Pasternak, [11]). However, the
simplificity of the Winkler model and its long term famil-
iarity has ensured its usage till today. The Filonenko-
Borodich, and Pasternak foundation models are two pa-
rameter discrete parameter foundation models where the
soil reaction pressure is given generally by (Pasternak,

[11]):

p(x,y) = kw(x, y) —k,Vw(x, y), ()

where k; and k, are two discrete parameters of the
model, and V? is the Laplacian operator with respect to
coordinates x, y. In the Kerr [14] model, a shear layer is
introduced in the numerator Winkler foundation and the
shear layer separates the elastic bed into two beds with
two different spring constants, k; for the first layer inter-
facing the plate and k, for the second layer making con-
tact with a rigid base.

The governing differential equation of the Kerr [14]
foundation is given by

(1+]]i—2jp:kgvzp+kzw—GV2W, 3)
1 1

where k; is the spring constant of the first layer, k,, the
spring constant of the second layer and w(x, y) is the de-
flection of the first layer, G is the shear modulus of the
shear layer which separates the first and second layers in
a Kerr foundation.

The research [15] expanded the previous work done by
Mama et al [6] by considering new particular types of
distributed transverse load namely, bisinusoidal distribu-
tion and linear distribution over the entire plate domain
and using the Fourier sine transform method. In addition,
paper [15] considered and solved numerical problems for
simply supported Kirchhoff plates resting on Winkler
foundations for different values of the dimensionless
Winkler parameter; for cases of uniformly distributed
transverse load on the plate domain.

Other researchers who have studied the plate on elastic
foundation problem are: Althobaiti and Prikazchikov
[16]; Zhong, Zhao and Hu [17]; Li, Zhong and Li [18];
Li, Zhong and Tian [19]; Li et al [20]; Zhang, Shi and
Wang [21]; Agarana, Gbadeyan and Ajayi [22]; Are,
Idowu and Gbadeyin [23]; Agarana and Gbadeyin [24];
Tahuoneh and Yas [25]; and Ye et al [26].

The research aim is to apply the Ritz variational meth-
od to obtain solutions for the flexural problem of simply
supported Kirchhoff plate resting on Winkler foundation
for cases of transversely distributed loads. The specific
objectives include:

1) to obtain the Ritz variational statement of the prob-
lem of Kirchhoff plate on Winkler foundation for the case
of arbitrary distribution of transverse loads;

2) to solve the variational problem using the energy
minimization principle to obtain the general solution for
the deflection for any distributed load as well as the cor-
responding internal force resultants;

3) to obtain solutions for deflections and internal forc-
es for particular types of transverse loads namely:

— point load P, applied at a known point (x, yo) on the
plate domain;

— bisinusoidal distributed load over the entire plate
domain;

—uniformly distributed load over the entire plate do-
main;

— linearly distributed load over the plate domain.
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2 Research Methodology

Kirchhoff plate theory was adopted for the plate while
Winkler foundation model was used to describe the soil
reaction pressure on the plate. Kirchhoff plate theory is
based on the following kinematic assumptions:

1) straight lines normal to the middle surface remain
straight after deformation;

2) straight lines normal to the middle surface remain
normal to the middle surface after deformation;

3) the thickness of the plate does not change during
flexural deformation.

Using the strain energy density for a generalised three
dimensional state of stress, the generalized Hooke’s
stress-strain law for isotropic elastic plates and the fun-
damental assumption of thin plate theory, the bending
strain energy functional U, for the Kirchhoff plate is ob-
tained by the following formula:

U, = ?”[(VZW)Z +2(1- “)(W)Zo' T WalWyy )]dxdy )
R

where R is the two dimensional domain of the plate on
the xy coordinate plane, D is the plate flexural rigidity
given by

3
p=-—2" . 5)
12(1-p?)

h is the plate thickness, w,, denotes the second partial
derivative of w(x, y) with respect to x, while w,, is the
mixed partial derivative of w(x, y) with respect to x and y
variables.

The potential energy of the distributed transverse load
p(x, y) is given by

V =[] px. »)wix, y)dxdy . ©)
R

The potential energy functional due to the Winkler
foundation is given by:

W, = %ij(w(x, ) ddy | ™

where p,(x, y) is the soil reactive pressure on the plate.
The total potential energy functional IT then becomes

n=v,+w,+Vv; )

The problem of flexure under static transverse loads
for Kirchhoff plate on Winkler foundation then reduces to
one of finding the value of the deflection w(x, y) that
minimizes the total potential energy functional expressed
as the abovementioned equation; a problem situated in
calculus of variations. Thus, for equilibrium of the Kirch-
hoff plate on Winkler foundation problem

dM1=0, ©))

where OI1 denotes the first variation in the total po-
tential energy functional.

Ritz variational method is based on the principle of
minimum total potential energy functional for equilibri-
um. The principle states that the displacement field (func-
tion) that corresponds to the minimum total potential
energy functional represents a state of equilibrium, pro-
vided the displacement function satisfies the given
boundary conditions. Thus, the Ritz variational method
seeks to obtain the displacement field defined over the
plate domain such that the total potential energy func-
tional of the Kirchhoff plate on Winkler foundation carry-
ing known transverse distributed load is minimized. In
the Ritz method, the unknown displacement field (func-
tion) w(x, y) is sought or defined in terms of a finite or
infinite number of basis (shape or coordinate) functions
as follows:

ERIEDIDINS MENACIN (10)

where X,,(x) and Y,(y) are the basis (coordinate or
shape) functions in the x and y coordinate directions re-
spectively, chosen such that they identically satisfy the
end condition along the x and y directions respectively;
and w,, are the generalised displacement parameters
which are sought.

For Kirchhoff plate on Winkler foundation, extremiza-
tion of the total potential energy functional (8) in terms of
the unknown generalised displacement parameters w,,,

oIl

awmn

=0 (11)

allows obtaining the system of algebraic equations:

0

iikﬂm Wi = i F;nn . (12)

m=1n=1 m=1n=1

3 Results

3.1 Arbitrary distributed load p(x, y) over
the simply supported Kirchhoff plate

A rectangular Kirchhoff plate of length a and width b
resting on Winkler foundation as shown in Figure 1 was
considered.

i

b

VA
pxsy)

i VW

> K

, a A
/[\[/\K{“\, p(x, )

EEEEE Y
Pl G P i 4

Figure 1 — Kirchhoff plate on Winkler foundation
under arbitrary load, p(x, y)
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The geometric and force boundary conditions at the
simply supported edges are: w(0, y) = w(a, y) = 0;
o*w o*w

6—()( Oy)—a—(x a,y)=0; w(x, 0) =w(x, b) =0

2 2

0 0
g?(x,y:O):gv;(x,y:b):O.

The displacement basis functions that satisfy the
boundary conditions are:

X, (x)—smﬂ:smamx Y(x)—sm%—sm[}y (13)
a

mn nm
where o, =—; B, =—

a b

For simply supported plates, the Gaussian curvature
given by (wiy —w,w,,) contributes nothing to the total

potential energy since its integral vanishes and IT simpli-
fies to:

I= BH(VZW)dedy+1J.J‘kw2 —jjpwdxdy . (14)
2 R 2 R R

Let the arbitrary distributed transverse load be repre-
sented using Fourier sine series as

pxy)= ZZPW sin 2 sm% (15)

m=1n=1

where p,,, are the Fourier coefficients of the distribut-
ed load, then

0 253(2) (5]
+= kZZwm I

m n

pmnwmn Il’ (16)
where
b

Tt ., mnx
~Fien
00 a

Extremizing I1 with respect to the generalised coordi-
nates after simplifying allows obtaining

i Zn—?dxdy. (17)

- 2 pmn/D2 : ) (18)
CSRGIED

Using the dependence

4 4% . mmX . nmy
=— X, y)sin ——sin ——dxdy » (19)
Punn bMp( ») p b ly

it can be obtained:

nmy

Wy =33 b . Q0

" (= () o)

sin

mmnx
Pinn sin

In this case, the bending and twisting moments are
((m—njz + (EJZJ sin 77 gin 1
_ ii a H b pmn a b ;
(R
a b D
2 2

nm mn . MTX . Ny

o o ((—j + p(—) )pmn sin sin ——
M = b a a b_. @1

e

2 2
()
a b D
3.2 Ritz variational solutions for
point load P, at (xy, yo)

For the case of point load P, applied at the arbitrary
point xo, yo, within the plate domain, the Fourier series
coefficient p,,, is

_ AR Yy o T, (22)
b a b

Then, the solutions for transverse deflections and
bending moments become:
X, nmy, mnx . nmy

w o SIN——sin ——=>sin ——sin
a b a

(5T 4

2 2
((ﬂj +l—l(n7:r) jsin—mm0 sin ™ gin 70 iy T 23)
a

a a b b
[( mﬂ)2 (nrrjz jz k
mr) L + =
a b D

nm '\ mr)) . MmnX, . MUX . ATy, . ATy
p oo || 5] TR =) Jsin——sin——sin—=sin—=
_4R b a a a b b

Y ab ma¥ (anV)  k
(=5 ) +5
where m,n={1, 3,5, ...}.
When the point load is applied at the center of the
plate (xo = a/2, yo = b/2), the maximum deflection and

bending moments would occur at the plate center and are
found as:

AREID)

. o mMT . , AT
sin® —sin® —

”)J

I

T ., MmN . 5 AT
> sin TSIH 5 (24)

/"\
/—\
;/L/
+
=
/ﬂ/ﬁ\

. ( aﬁ)er( " j +%
4 _;iit("ﬁ SIS
T ( aﬂ'j (2 j +%
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For square plates on Winkler foundation where the
point load Py acts at the center (a = b), and the maximum
deflection and bending moments occur at the center, and
are given by:

ka*

m n 4 2 252
T (m +n +—
( ( ) Dj

® o nz(m2+un2)sin2ﬂsinzﬂ
2 2 .25

. (95.54) - 55

4, 2 242 ki
' (m® +n") + D
Additionally, M,(a/2, bl2) = M,.(al2, b/2).

3.3 Ritz variational solutions for transverse
sinusoidal load

In the case of transverse sinusoidal load

. M . W S . .
p(x,y) = p, sm—sm% , the Fourier sine series coeffi-
a

cient for the sinusoidal load p,,=p, m=1 n=1
and p,, =0 m=#1 n=1. Then by substitution into

the Ritz variational solutions for arbitrary distribution of
transverse load, the solutions for sinusoidal loads be-
come:

. TX . ny
Do Sin —sin —
a b

Greie

M, - ((SJZ i “(%DPO SiznT;xsin n e
E-GT)+5

Tz
(GRGIE

The maximum values of deflection and bending mo-
ments occur at the plate center, and are given by:

w(x,y) =

For square plates (a = D) it can be obtained:

. MY . Ty
pog® PosSin—sin—=
w(x, y) = OD “k4“;
4n4+i
D

an® + —
D
1 p0a4
Whax = 4 | N
k D
an* + =

Similarly, the maximum bending and twisting mo-
ments for square plates on Winkler foundation for the
case of sinusoidal load are:

2
n(1+p) 2
M. = " pod” =M,
ant + —
D
—(1- W’ pyd’
XYmax = MX.V(X = 0’ y= 0) = : (29)

-
(4714 + kaj
D

3.4 Ritz variational solution for uniformly
distributed load p(x, y) = po = const

The Fourier sine series coefficients for the uniformly
distributed load are:

16p,
n = 7 (30)

mntt

Then, the Ritz variational solutions become:

. mmnx . nmy
16]70 © oo sm—a SIHT
w(x,y) =
R MR E R Y
mn| T || —| +|— +—
a b D
sin 27 i 1 (3])
g e b
w(%,%)—wmx—nz—[:;; az 2\2 &
(2] (2] +4]
a b D

The bending moment distributions are:

((@)2 + H(Eszein MY Gin 2T
16p, & & b : I
SR o e
mon mn nm
mn||| — | +| —
(=) ()
((m‘tj +p(mﬁjzj§inmmqin nmy
16p, & |\ ) ) ST (32)
M, (xy) = 7022 b a a b

R CRGIE
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The maximum moments occur at the center

(x=9,y="%) and are given by:

. MW . Am
w oo (m2+u(nr)2)s1n7s1n—

M"'Xmax = 16[)0“222 5 kaf_ ’
"o mn[(m2 +(nr)2) ot

w0 o ((nr) + wm )Sm—sm nn

M, = 16p0azzz 2 2} . (33)

4
mn[(m2 +(nr)? )2 nt+ k%

where r = alb.
For square plates (r = 1):

sin e sin
16p0 fae 2 7 .
ZZ ka* ’

"o mn[(m2 +n? )2n4 +—D }

MW . nm
w (m? +pn?)sin Tsm—

M’“max = MY)'nlax = 16p0 Zz ka (34)

§

" mn[(m +1? )Yt —
The twisting moments are:
Cos—mm COS ny
_a- u)le ) Ty
M, = ° ZZ 5 a2
T
@& V) D
_16p, (1 wa’ 1
M, =-pAC s - 9)
m n

ot m® +n*r?)? +

For square plates:

00 0 1
M, =-16p,(1-wa’) >’ —|- (36)

ka
"o Tc“(m2 +nz)2 +—

3.5 Ritz variational solutions for linearly
distributed load p(x, y) = pox/a

The Fourier sine series coefficient for linearly distrib-
uted load p(x, y) = ppx/a is:

8p, cosmmn
P =————- (37
mnTm

Then the deflection field (function) becomes:

. MRX . nmy
w cosmmsin sin ——

<33 « b 09

"o mn{ﬂt‘l(m2 +n2r?)y? +ki}
D

w(x,y) =

At the plate center:

in T i 1T
COosS mmSsin sin (39)

(.15 - 2 Sl

m n
mn[n m? +nr*) +
D

The bending moments are obtained from the moment-
displacement (moment-curvature) relations as:

. mMnX . N7
2 o T (m2+un2r2)cosmnsm—sm—y

8pya b_;
)Y o
"o ‘:n“ (mz—o—(nr)z) +?:‘mn

. mmx
o w (07 +pm2)cosm1tsm

2 a b . 40
M,y =8’ >3 = @0
"o mn(n“(mz +an2)2 +—D j

Bending moments at the plate center, is given by:

nmn
o o (m? +u(nr) )cosmnsm—sm—

Ma(95:75)= pod® 823 —

"o |:11:4 (m2 + (nr)2 )2 + k%}mn

22 2 . mMT . nm
w (N°F° +pm )cosmnsmTSm—

(41)

umd‘ pO zz

ka*
"o mn(rr“(m2 +n2r2)2 +—D

For square plates (r=1):

mm nm
0 cosmmsin — sin —

8p
wo = o ZZ 2 2

4 9
mn(n4 m* +n*) + ka}
D

mmn . nm
o o (m? +un )cosmnsm—sm—

_ 2
., <o S3 2w
"o mn(ft“(m2 +n?) + - j

2.2 2 .. mm . nm
w o (N +um )cosmnmnTsm?

Mm = 81’0“222

m n 4 2 2.2 k[l4
mn| T (m”+n°) +7

The Ritz variational solutions for the maximum deflec-
tion and maximum bending moments which occur at the
plate center (x =%,y =1%;) for square simply supported

Kirchhoff plate resting on Winkler foundation for values

ka4 j1/4
K= 4
s

equal K =0, 1, 3, and 5 have been determined and pre-
sented in Table 1 for the case of uniformly distributed
transverse load p, over the entire plate domain. Similarly,
the Ritz variational solutions for the maximum deflection
and maximum bending moments for square simply sup-
ported Kirchhoff plates resting on Winkler foundations
for values of K equal to K =0, 3, 5 and 7; for the case of
sinusoidal load distribution over the plate domain have
been determined and are shown in Table 2.
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Table 1 — Ritz variational solution for deflection and bending
moment coefficients for simply supported square Kirchhoff
plate on Winkler foundation under transverse uniform load
(for Poisson’s ratio 0.3)

ka'ID K M;mzt szx, 2 My;,. 2 sz’\" 2
x107°pa’/D | x10 “pa” | x10 "pa” | x10 “pa
0 0 4.062 4.790 4.790 —
1 4.053 4.809 4.809 2.943
81 3 3.348 3.910 3.910 2.456
625 5 1.507 1.575 1.575 1.181

Table 2 — Ritz variational solutions for maximum deflection and
bending moment coefficients for simply supported square
Kirchhoff plate on Winkler foundation under transverse sinus-
oidal load (for Poisson’s ratio 0.3)

ka*ID K e | M o M M
x10pa’/D| x10 “pa” | x10 “pa x10 “pa

0 0 2.566 3.293 3.293 1.797

1 2.560 3.285 3.285 1.792

81 3 2.125 2.726 2.726 1.487

625 5 0.986 1.265 1.265 0.069
2401 7 0.358 0.460 0.460 0.025

4 Discussion

The Ritz variational method has been effectively used
in this study to solve the flexural problem of simply sup-
ported rectangular Kirchhoff plate resting on a Winkler
foundation, when the plate domain is subjected to trans-
versely distributed loads. The problem was presented in
variational form using the principle of minimization of
the total potential energy functional. The total potential
energy functional was obtained using the stress-strain
laws, the geometric relations in the strain energy density
expression together with the considerations of work done
by the externally applied distributed loads, and soil reac-
tive forces. The total energy functional for the problem
was obtained as Equation (28). The variational statement
of the problem was then expressed as Equation (29). The
displacement shape functions that satisfy the simply sup-
ported conditions at the plate edges were given as Equa-
tions (38) and (39). The Ritz variational solution obtained
for any arbitrary distribution of transverse load was given
as Equaton (52) where the arbitrary load distribution
could be described using Fourier sine series. The bending
and twisting moments were found using the moment
curvature relations as Equations (57), (58) and (59). From
the general solutions obtained for arbitrary load distribu-
tions, solutions were obtained for the following specific
cases:

1) point load P, acting at a point (x,, o) in the plate
domain where 0< x, <a, 0<y,<b;

2) sinusoidal load distribution over the entire plate sur-
face;

3) uniform load distribution over the entire plate area;

4) hydrostatic (linear) distribution of load over the en-
tire plate.

Ritz variational solutions obtained for the deflections
and bending moments for the case of point load P, acting
at point (xy, yo) on the plate are given as equations (23).
Their maximum values for square thin plates on Winkler
foundations were obtained as equations (24) and (25).

For the case of transverse sinusoidal load, the deflec-
tions and bending moments were obtained as equations
(26). Their maximum values for square Kirchhoff plates
on Winkler foundations were found at the plate center as
equations (27), (28) and (29).

The Ritz variational solution for the case of uniformly
distributed transverse load were found for deflection and
bending moments as equations (31) and (32). The maxi-
mum values for deflection and bending moments for
square Kirchhoff plate on Winkler foundation were found
as equations (31), (33) and (34).

The Ritz variational solutions for linearly distributed
transverse load on the Kirchhoff plate on Winkler foun-
dation were obtained as equations (38) and (40). The
deflections and bending moments were obtained at the
plate center as equations (39) and (41). For square Kirch-
hoff plate on Winkler foundation, the solutions for linear
loads are Equations (42). Here the maximum values may
not occur at the plate center due to the non-symmetrical
load distribution with respect to the plate center.

The Ritz variational solutions obtained for square
Kirchhoff plate on Winkler foundation for the case of
uniform transverse load and simply supported edges
shown tabulated in Table 1 for various values of the di-
mensionless parameter K show that the maximum deflec-
tions and bending and twisting moments at the plate cen-
ter decrease as the elastic stiffness of the Winkler founda-
tion, measured by parameter K increases. It is further
observed that the Ritz variational solutions obtained in
this study for Kirchhoff plate on Winkler foundation with
simply supported edges (x =0, x =a, y =0, y = b) yielded
mathematical closed form solutions which were identical
with the solutions obtained using a Navier double Fourier
sine series method for the problem.

5 Conclusions

As a result of the presented research, the following
conclusions are made.

The Ritz variational method yielded mathematically
closed form solutions for the deflection, and bending
moments for the rectangular Kirchhoff plate on Winkler
foundation with simply supported edges, and under trans-
verse distributed load.

The analytical closed form solutions obtained were ex-
act within the limitations and foundational assumptions
of the classical Kirchhoff thin plate theory and the Win-
kler foundation model used in the problem formulation.

The Ritz variational solutions were exactly identical
with the solutions obtained using Navier trigonometric
series method for the same problem.

The Ritz variational solutions obtained were exact be-
cause exact shape functions were used in the displace-
ment trial function.
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The Winkler foundation has the effect of diminishing
the maximum deflections and bending moments at the
center of the plate for symmetrical loads about the plate
center.

The use of displacement functions with orthogonality
properties simplified the resulting definite integrations
and simplified the process of minimization of the total

Convergence of the expressions obtained for the dis-
placements were faster than those obtained for the bend-
ing moments.

Convergence of the expressions obtained for the case
of concentrated load on the plate was very slow due to the
singularity property of the point load, and its representa-
tion by many terms of the Fourier sine series.

potential energy functional.
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3acTrocyBaHHs BapianiiiHoro meroay Pituna anst jociaixxeHHs

BUTMHY NPSIMOKYTHOI IIJIACTHHHU HA BiHKJ1epPOBiil OCHOBI
Ixke Y. Y.

JlepxaBHuH yHiBepcuTeT Hayku i TexHojorii M. Exyry , [ILM.B. 01660, m. Enyry, Hirepis

AHoTanisi. Y po0oTi 3acTocoBaHO BapiauiiiHuii MeTox PiTma no po3’s3aHHSA 3amadi BUTMHY HPSMOKYTHOL
IUTACTUHY Ha BIHKJIEPOBiM OCHOBI MiJ Ji€0 MOMEPEYHOT0 HAaBaHTAKEHHS 32 YMOB BiANOBIIHOCTI rimote3am Kipxroda
Ul BHINAJKYy WIApHIPHO 3akKpimieHWX KpaiB. [locraBieHa 3amavya mpencraBieHa y BapiamiiHid dopmi i3
3aCTOCYBaHHSAM IPHHIOUIY MiHIMyMy (YHKIiOHajga IMOBHOI HOTEHWiaJbHOI eHeprii mmacTHHH. I OTpUMaHHS
y3araJbHEHUX IIEPeMillleHHs 3acTOCOBaHO MeToj Pirma ming  (QyHKUiH NepeMillleHHs, [0 3aJO0BOJBHSIOTH
KiHeMaTW4Hi TpaHW4Hi yMoBHM 3agayi. I[llmsixoMm 3actocyBaHHS TpHroHOMeTpu4yHoro psiny Pyp’e orpumani
AQHAITHYHI PO3B’SI3KH IS 3arajbHOTO BUIAAKY JOBUIBHO PO3MOUICHOTO HaBaHTa)KeHHA. JI0aTKOBO pO3TISIHYTO
OKpeMi BHUIIaJKH, 30KpeMa, JUIsl IPUKIIaJCHHS CUIIH Y TOUIll, HABAHTAKEHHS 32 CHHYCOIJaIbHUM 3aKOHOM PO3IIOALNY,
a TaKOX JJIsI pPIBHOMIPHOTO Ta PiBHO3MIHHOTO HAaBaHTA)KCHb.

KorouoBi cioBa: Bapiamifinmii meron Pitma, rinmotesa Kipxroda, BiHKIepoBa OCHOBa, (YHKIIOHAJN ITOBHOT
TIOTEHIIABEHOT eHepril, y3araJibHeHi nepeMimieHHs, 6a3ucHi GyHKIT nepeMimeHHs.
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Abstract. Hip fractures are among the most dangerous fractures, because they are quite common in older people
and are difficult to treat. Based on the general opinion, the most effective tactic is surgical treatment, but its results
against the background of osteoporosis are not satisfactory. Reducing the likelihood of hip fractures is a complex
problem that can only be solved by combining the idea of medical science and mechanical research of a deformable
solid. In this paper, the calculation of stresses arising from exposure to the reinforced femur neck of various loads is
considered. At the current stage of the study, calculations of the stress—strain state corresponding to the loads at the
moment of impact when a person falls on the thigh are carried out. Comparison of the values of withstanding stresses
indicates the utility of using the considered implants, which in consequence will reduce the likelihood of a hip frac-
ture. Using reinforcing metal structures in the bone has led to increasing of the highest extremes by about 140%,
which confirms the utility of their use. Thus, pre—reinforcement of the femoral neck in elderly people at risk reduces
the likelihood of fracture due to the reduction of critical stresses in hazardous areas.

Keywords: numerical simulation, femur neck, mathematical modeling, deflected mode.

1 Introduction

Three-dimensional modeling allows obtaining the nec-
essary information to study the mechanical compatibility
of the implant with the bone, which determines the ability
of body systems to adapt and function correctly in a new
biotechnical system. By analyzing the loads, it is possible
to calculate whether the design of the implant, its material
and placement in the bone are successful.

The relevance of the topic is to use three—dimensional
models of original designs of implants and prostheses in
studying the effect of these structures on the strength of
the femur.

The aim of the work is to develop various types of im-
plants and to study, with the help of stress simulation,
their effect on the resistance of the proximal femur.

The tasks of the work are to develop three-dimensional
models of new implants, create three-dimensional models
of various “bone — implant” systems, simulate the loads
for each system, analyze the results and draw a conclu-
sion on the use of implants.

2 Literature Review

Among all the fractures of the lower extremity, one of
the leading places is occupied by fractures of the proxi-
mal femur, which lead to hypostatic functional disorders,
“sliding” syndrome of state decompensation and high
mortality (41-67 %) [1].

Fractures of the proximal femur are pathological frac-
tures, as they are a consequence of the structural failure
of the bone in osteoporosis, much less often in tumors
accompanied by dystrophic and dysplastic processes in
the bones [2, 3].

From 75 % to 90 % of persons with abnormal bone
fractures due to osteoporosis are not examined, and are
not treated by specific pharmacotherapy after low-energy
bone fractures of different localizations [4].

The occurrence of pathological fractures of the proxi-
mal femur and femoral neck in older individuals remains
an unsolved problem, which is associated with the struc-
tural failure of the bone in degenerative—dystrophic skele-
tal diseases. So far, the treatment of osteoporosis in the
elderly has not been developed, which could actually
prevent the occurrence of pathological fractures [5]. The
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weakening of the bone tissue to critical values is an indi-
cation for the prophylactic use of fixers in certain parts of
the skeleton [6—8]. The method of femoral neck prophy-
lactic reinforcement in endoprosthetics of the contrala-
teral limb reduces the risk of new femoral neck fractures
in the elderly. Prevention of contralateral fractures signif-
icantly reduces the cost of treating patients. In elderly
with fractures, prophylactic reinforcement is shown from
the opposite side, which undoubtedly requires a deeper
study of the long—term effects [9, 10]. To solve the above
problems, the method of metal structures preventive im-
plantation — preventive reinforcement — is successfully
used in many countries [11-14].

3 Research Methodology

3.1 The bone creating

The task of holding prophylactic reinforcement is the
need to strengthen specifically the femoral neck, while
increasing its strength due to reinforcing metal structures.
The blood circulation of the proximal, cervical and femo-
ral head is such that when fractures of the cervix take
place, a very serious impairment of blood circulation
occurs, which ultimately leads to destruction, and, conse-
quently, to aseptic necrosis — death — to the femoral head.
This forces the traumatologist - orthopedic surgeon to
carry out endoprosthetic replacement of the entire hip
joint. For many old people, this becomes a death sen-
tence, since 50 % of these patients die in the first year
after the injury. The idea of reinforcing the femoral neck
is aimed at preserving it and, most importantly, preserv-
ing the life of the patient. The complex geometric struc-
ture of the bone requires sufficiently accurate measure-
ments to build a computer model. In order to bring the
calculations and construction of implants for the required
level of detail, it was decided to build a bone model by
extracting a three-dimensional model from a computed
tomography image and transforming, using polygonal
modeling, into a model that is convenient to work with.

3.2 The implant creating

Four types of the implants have been patented and de-
signed for the reinforcement of biological composite
material and prevention of femoral neck fractures in pa-
tients who belong to risk groups. Telescopic implants are
presented in corkscrew and auger versions (Figure 1).
Spoke implants are presented in the version with diverg-
ing spokes and in the version with crossed ones
(Figure 2). Endoprostheses are presented in the version
with a needle and in the version with a plate (Figure 3).
Also two simple version of the implants were consid-
ered — only the spoke — auger and only the spoke — cork-
screw (Figure 4). The objective of these implants is to
minimize the likelihood of fracture not only of the cervix,
but also of the vertical region of the femur, primarily in
elderly patients who suffer from destructive — degenera-
tive diseases of the bone tissue. This task is solved by
introducing the implant in the unaffected proximal femur
to increase its strength.

Figure 1 — Image of the bone-implant system
with telescopic implants

Figure 2 — Image of the bone-implant system
with spoke implants

Figure 3 — Image of the bone-implant system
with endoprostheses

Figure 4 — Image of the system “bone — implant”
with a spoke —auger and a spoke — corkscrew
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Mathematical modeling of stress conditions. The study
of stressed sections of elastic deformation arising under
the load of intact and reinforced bone is carried out using
the finite element method and by means of mathematical
modeling.

For mathematical modeling of stress conditions, the
following types of loads were selected (Figure 5): vertical
(fixation of the knee joint, application of load vertically
to the head of the femur), horizontal (fixation of the knee
joint and large trochanter, application of loads horizontal-
ly to the head of the femur) and rotational (fixation of the
femoral head bones, application of torque to the diaphysis
part of the bone).It is these states that most clearly
demonstrate the imitation of actions leading to a fracture
of the femoral neck.

|
O (- (%)

<

H— >

Figure 5 —The purpose of the areas of fixation and application
of the load: vertical, horizontal and rotational

As a load application, a force of 700 N was chosen,
which is equal to an action of 70 kg.

Physical indicators of materials used in the calcula-
tions of stress conditions are presented in Table 1.

Mathematical modeling of stress states was carried out
in the Ansys Workbench software package. In each of the
studies, according to the above situations of loads, the
area of fixation and application of loads is indicated, as
the strength of the load, and the simulation of stress states
is carried out.

4 Results

The results of mathematical modeling are noted in
Table 2.

As can be seen from the table of results, when metal
structures are used in prophylactic reinforcement, the
maximum load increases, which implies that the rein-
forced bone can withstand the effects of a fall, saving the
patient from a hip fracture. This proves that reinforce-
ment has a positive effect on increasing the strength char-
acteristics of the bone and leads to its preservation from
destruction under critical loads. Through the use of rein-
forcing steel, reduced stress — deformed condition of the
bone.

Table 1 — Physical and mathematical indicators of materials

. Density, Young’s Poisson’s Tensile strength Compressive
Material ke/m’ modulus, ratio limit, MPa strength
GPa limit, MPa

Bone 1750 16.7 0.31 43.44 115.3

Ti-6A1-4V 4500 120.0 0.32 993.0 1 086.0
Table 2 — Physical and mathematical indicators of materials
Implant type Vertical, Horizontal, Rotational,
% (MPa) %, (MPa) % (MPa)

Bone 100.0 (16.5) 100.0 (2.8) 100.0 (0.5)
Telescopic corkscrew 162.4 (26.8) 164.2 (4.6) 196.3 (0.98)
Telescopic auger 153.3 (25.3) 159.2 (4.5) 184.1 (0.92)
Corkscrew 107.9 (17.8) 110.2 (3.1) 140.0 (0.73)
Auger 107.5 (17.7) 128.4 (3.5) 128.0 (0.64)
Cross spokes 120.1 (19.8) 126.7 (3.4) 122.2 (1.61)
Diverging needles 117.6 (19.4) 119.2 (3.3) 124.2 (0.62)

Kernel 129.7 (21.4) 182.1 (5.1) 150.0 (0.8)
Plate 112.1 (18.5) 175.1 4.9) 148.2 (0.74)
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5 Conclusions

With the help of mathematical modeling of stress
states, the useful effect of using the original developed
reinforcing metal structures was proved.

Consequently, this theoretical study can serve as a jus-
tification from the position of the mechanics of a deform-
able solid body with the method of hip fractures preven-
tion due to preliminary, prophylactic, reinforcement.

In the future, as a result of the repeated positive result
of the stresses in the “bone-implant” system calculation,

experimental models will be produced, which will under-
go bench tests. If, as a result of tests, the usefulness of the
application of these metal structures is confirmed, they
will be used for preventive reinforcement.

The task of the follow-up study is to prove the practi-
cality of reinforcing the material of the bone tissue of the
femoral neck in the elderly at risk. These studies are nec-
essary because this procedure reduces the likelihood of
fracture, due to the reduction of critical stresses in haz-

ardous areas by transferring part of the load to the rein-
forcement element.
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Komn'totepHe npoekTyBaHHs NPO(iTaKTHYHOr0 3MillHEHHS

apMOBaHOI LIMHKHU NPOKCUMAJIBbHOI CTETHOBOI KiCTKH

Cagenbena O.', Crapymkesuu T.%2, Matpees A’

! [ipnenHOyKpaiHCHKUi HALOHATEHMIE Mefaroriunmii yaisepcutet iM. K. JI. Yimmucskoro,
Bya. CraponoprodpankiBeeka, 26, 65020, M. Oneca, YkpaiHa;
% OzechKuii HALIOHATBHAN MONMiTEXHIuHHil yHiBepenTer, mpocr. Lllepuenka, 1, 65044, M. Oneca, Yrpaina;
3 HoBoKyi16UILIeBCHKII MiChKHIl [IGHTpATbHUM rocmiTanb, Byl OCTpOBCHKOro, 32, 446206, M. HoBokyitouieBchk, Pocis

AnoTauisi. [lepesnoMm crerHa € OgHUM 3 HaifHEOE3MEUHIMINX EPETIOMiB, OCKLIBKU BiH € JOCTaTHHO MOLIUPEHUM Y
JITHIX JTIOJEH Ta BaXXKO MIIAETHCA JIKYBaHHIO. 3 OIIAY HA 3aTIbHONPHHHATY NPAKTUKY, HAHOIIBII e()eKTUBHIM
croco0OM JTIKyBaHHS € XipypridHe BTpYYaHHs, aje HOro pe3ylbTaTH Ha T OCTEONOpo3y HE € 3aJOBUIBHUMH.
3MeHIIeHHS IMOBIPHOCTI IIEPENIOMIB CTETHA € CKIaJHUM 3aBIaHHAM, SKEe MOXKe OyTH BHpIIICHE JHMIIE LUIIXOM
00’eqHAHHS MEOULMHU 1 JOCHI/KCHb MEXaHIKH JIe(pOpPMOBAHOTO TBEPAOrO Tima. Y I poOOTi PO3IIAHYTO
PO3paxyHOK HAampyXeHb, II0 BHHUKAIOTH BiJ BIUIMBY apMOBAHOI IIMMKH CTErHOBOI KICTKM WiA Mi€l0 Pi3HUX
HaBaHTakeHb. Ha cydacHOMy eTarli JOCHTiIKeHHs IPOBOSATHECS PO3PAXyHKH HaIlPyXKEeHO-1e(OPMOBAHOTO CTaHy, 10
BIZIMOBINAIOTh HABaHTA)XEHHSIM BiJ yAapy NpH MaAiHHI JTIOAWHH Ha cTerHo. [IOpiBHSHHS 3HA4YeHb HANpyKeHb
CBITYNTH TPO HAIIWHICTP BHKOPHCTAHHSA pO3INITHYTHUX IMIUIAHTAaTiB, IO Yy pe3yibTaTi 3MEHIIye iMOBIpHICTBH
MepeioMy CTerHa. BUKOpPHCTaHHSA apMyIOYHX METaleBUX KOHCTPYKIIH Yy KICTKOBIH TKaHWHI MpPHU3BENO 10
30iIbIIEHH HAWOIMBIINX AONMYCTHIMHUX 3Ha4eHb HmpubmmsHo Ha 140 %, mo migTBepmKye MpakTHYHY IHHICTH X
3acTocyBaHHA. TakuM YHMHOM, HOIEpPEAHE 3MILHEHHS IIUIKH CTETHOBOI KICTKH y JIIOAEH MOXHIIOTO BiKy 3HIKYE
IMOBIpHICTh pyHHYBaHHS yHACiZOK 3MEHIICHHS I'PAaHHYHNX HAIPY)XEHb Y HeOS3IIeUHNX 30HaX.

KorodoBi ciioBa: xomi’roTepHe MOAENIOBAHHS, MIMIKa CTErHA, YHCIOBE MOJEIIOBAHHS, HAaNpYXeHO-IedopMiBHIH
CTaH.
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Abstract. In this paper, the performance of shell-and-tube heat exchangers with single-segmental baftle and vary-
ing configurations of concave-cut baffles (10, 15 and 20 %) was investigated. The study was carried out for a heat
exchanger having either engine oil, water and air as shell-side fluid. For each configuration of the baffles, the results
of both the the k-¢ and RNG k-¢ turbulent models were in very close agreement. The heat exchangers with concave-
cut baffles had higher pressure drops and lower performance factors than that of single-segmental baffle at the same
range of mass flow rates for all fluid cases. Also, the concave-cut baffle heat exchangers had lower shell-side heat
transfer coefficients at the same pressure drop against that of single-segmental baffles. Thus, the use of concave-cut
baftles did not exhibit desirable performance in heat exchanger as compared with the segmental baffles.

Keywords: shell-and-tube heat exchanger, pressure drop, weighted performance factor, weighted heat transfer coef-

ficient, concave-cut baffle.

1 Introduction

Heat exchanger is a device which transfers thermal en-
ergy between fluids at significantly different temperatures
[1]. They are widely used for engineering applications in
industries, such as in chemical, petroleum, HVAC, auto
and aerospace, electronics, power generation and process
industries [2, 3]. The most used and widespread type of
heat exchangers found in these industries are the shell-
and-tube types. The high level of acceptance of shell-and-
tube heat exchanger (STHE) is due to its robustness and
versatile materials used in construction, ease of mainte-
nance and very wide range of operating conditions [4—7].

The thermal-hydraulic performance of a heat exchang-
er has significant effect on energy requirement and effi-
ciency of a system. Thus, an optimally balanced thermal-
hydraulic design is required but most often attempting to
enhance the heat transfer within a heat exchanger raise its
pressure drop, which results in increase power demand of
fluid handling equipment within the system [2, 3]. Heat
transfer enhancement can be achieved through insertion
of baffles on the shell-side of STHE [8]. The baffles in-
crease the flow turbulence by creating tortuous motion of
the fluid for better interaction with the tube surface.
Hence, the geometrical shapes and forms of

baffles affect greatly the overall performance of STHEs
[9]. The various baffle designs used in heat exchangers
are not limited to segmental, helical, trefoil-hole, disc-
and-donought, and rod baffles.

Zhou et al. [10] numerically studied on the improve-
ment of the shell-side heat transfer with trefoil-hole baf-
fles. They observed a longitudinal flow of the fluid and
also noticed that the multidirectional jets and secondary
flow on the sides of the baffles enhanced the heat transfer
rate. Wang et al. [11] performed periodic simulation of
shell-side heat transfer of STHE with longitudinal flow
using rod baffles as supporting structure. Their results
were well correlated with experimental data. The research
[12] dials with the thermo-hydraulic performance of a
STHE with trefoil-hole baffles with a turbulent flow re-
gime. Their experimental results showed that there was a
considerable high heat transfer enhancement with sub-
stantially increased pressure drop using the trefoil-hole
baffles as compared with STHE without baffle. It was
discovered from their numerical results that the very high
thermal performance was as a result of the high speed
recirculation flow and high level of turbulence intensity
created by trefoil-hole baffles. Ozden and Tari [13] used
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three turbulent models to investigate a heat exchanger
with single-segmental baffles considering the baffle spac-
ing to shell diameter ratio for two baffle cuts (25 and
36 %). Their results were in good agreement with the
Bell-Delaware method; and the 25 % baffle-cut heat ex-
changer had better thermal-hydraulic performance.

The conventional single-segmental baffles are com-
monly used in heat exchangers for their high heat transfer
capability. Although, some other baffle designs have been
reportedly proved to have lower shell-side pressure drops
as compared with the single-segmental baffle but their
overall performance are reduced by their heat transfer
rate [14, 15]. The baffle cut and spacing of single-
segmental baffles have much effect on the heat exchanger
performance. The optimum baffle spacing ratio, which is
the baffle spacing to shell inside diameter, recommended
is between 0.3 and 0.6, while the baffle cut ranges from
15 to 45 % of the baffle diameter [16, 17]. As shown in
Figure 1, the baffle cut creates a segment known as baffle
window, which allows the passage of shell-side fluid
from one shell zone to another within the heat exchanger.
However, Bouhairie [18] reported that the optimum and
widely used allowance is the 25 %.

7 I

Figure 1 — Schematic representation of flow
inside shell-and-tube heat exchanger
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Jozaei et al. [19] studied the performance of a heat ex-
changer with varying baffle spacings (101.6, 203.2,
304.8, 406.4, 508.0 and 609.6 mm) and shell inside di-
ameter of 477.8 mm. It was observed that there was a
reduction in the overall heat transfer coefficient and pres-
sure drop as the baffle spacing increased. The optimum
ratio of the overall heat transfer coefficient to pressure
drop was found between baffle spacing of 203.2 and
304.8 mm, which are ranged between 0.43 and 0.64 of
shell inside diameter. Prasanna et al. [20] numerically
investigated the effect of 25 and 36 % baffle cuts on the
performance of heat exchangers with varying number of
baffles from 6 to 12. It was reported that the STHE with
25 % baffle cut had higher heat transfer coefficient and
pressure drop than STHE with 36 % baffle cut for the
range of shell inlet flow rate of 0.5 to 2 kg/s considered.

Even though quite number of studies have been con-
ducted on the performance of various baffle designs and
cuts in heat exchanger, studies are rare in open references
on the effects of modifying the shape of baffle window.
Thus in this study, a numerical investigation of thermal-
hydraulic performance of STHEs with the 25 % cut sin-
gle-segmental baffle (SS_STHE) and three configurations
of concave-cut baffle (CaC_STHE) will be carried out for
the same area of baffle window.

2 Research Methodology

2.1 Geometrical model

The profile of the concave-cut baffle was generated by
fixing a value for either height, & or profile radius, R and
determining the other from iteration while maintaining
the same segment or window area as the 25 % cut single-
segmental baffle (Figure 2). In order to get the concave
profile on the baffle, the start out height, 4 was kept lower
than the segment height, H of the single-segmental baffle.
Therefore, based on the ratio of & to the baffle diameter,
the configurations of the concave-cut baffles and other
selected parameters for modelling the shell-and-tube heat
exchanger are presented in Table 1.

Figure 2 — The configurations of a single-segmental (a)
and concave-cut (b) baffles

Table 1 — Geometrical parameters of
the shell-and-tube heat exchanger

Parameter Value

Shell diameter 108.06 mm

Shell duct diameter 30.00 mm
Segmental 25 %

Baffle type Concave-cut 10, 15 and 20 %
Baffle spacing 43.26 mm
Baffle number 6
Heat exchanger length 302.58 mm
Tube layout Triangular (30°)
Tube diameter 15.88 mm
Tube number 19
Tube pitch ratio 1.25

The shell-side working fluids were engine oil, water
and air for each run of the heat exchanger while water
was kept in the tube. The thermophysical properties of
the fluids were as obtained in literature [21, 22].

2.2 The governing equations and numerical
methods

Two turbulent models (k-¢ and RNG k-¢) were adopted
for the simulation of the heat exchanger models. The k-¢
model was selected for its robustness and wide applica-
tion areas [23] while the RNG k-¢ model was chosen for
its highly swirling characteristics on the shell-side [10].
Thus in tensor form, the governing equations for model-
ling the fluid flow and heat transfer within the STHEs are
the same for the two turbulent models and are given as
follow [24, 25].
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where the production term P, from equations 4 and 5
p- Ou, ﬂf Ou, 814 2. 0u, | 2 ks, 6)
ox; ox; 6x T3 ox, 3
The closure constants for the k-¢ model are C,; = 1.44,
Cn =192, C,=0.09, o, = 1.0 and g, = 1.3. In the RNG

k-¢ model the C, is modified as an auxiliary function,
which is expressed as

. Al=-4/4
Csl = Csl _(—/30) (7)
1+ pA
with the following papameter:
A==28,S, ®)

Other constants are: C '81 = 142, C, = 1.68,
C,=0.0845, o, = 0.7194, 6, = 0.7194, X, = 4.38 and
£=0.012 [26].

At the inlets of the tubes and shell, velocity-inlet con-
ditions were set based on the mass flow rates. The tube-
side flow rate was 0.3 kg/s while it was ranged from 0.10
to 3.10 kg/s for engine oil and water, and 0.0025 to
0.0325 kg/s for air on shell-side. The tube- and shell-
inlets temperatures were set at 303.15 and 373.15 K re-
spectively (Figure 3).

Shell-side
Inlet Tube-side

Tube-side BA
Qutlet )
; Wall of the
fluid domain
on shell side

Figure 3 — Boundaries of the computational domain

In order to obtain the relative pressure drops between
each inlet and outlet of the shell and tube, zero-gauge
pressure was applied at each outlet. Wall functions were
specified for walls of the tubes and shell, and baffle sur-
faces to account for viscous effects. By assuming a well-
insulated heat exchanger, zero heat flux was imposed on
the shell outer surface.

Each of the computational domains was discretised in-
to unstructured tetrahedral elements and the sets of the
governing equations were solved using a finite element
based COMSOL Multiphysics CFD code. However, solu-
tions to the RNG k-¢ model were obtained by replacing
the default constants of the k-¢ model with the closure
constants and auxiliary function of the RNG k-¢ model.
To improve on the accuracy and stability of the computa-
tion, the streamline-upwind Petrov-Galerkin and Galerkin
Least-Square were employed [27-29]. Solutions to de-
pendent variables were obtained using three segregated
solvers: One GMRES solver for velocity and pressure,
another one for temperature and one MUMPS solver for
turbulent kinetic energy and rate of dissipation [30].

2.3 Heat exchanger performance

The thermal-hydraulic performance of the CaC_STHE
was measured against the SS_STHE using two criteria. In
the first criterion, the performance was calculated by
dividing the shell gain factor of the CaC_STHE against
that of SS_STHE at the same Reynolds number or mass
flow rate. This factor was defined by Mohammadi et al.
[31] as the ratio of the shell-side heat transfer coefficient
against the shell-side pressure drop. Thus, the shell gain
ratio of a value greater than one would indicate a more
suitable concave-cut baffle than single-segmental baffle
in heat exchanger and if on the contrary, the single-
segmental baffle would be better. Using the second crite-
rion, the performance was evaluated by determining the
equivalent shell-side heat transfer coefficient of each heat
exchanger at the same pressure drop with SS_STHE
[8,32]. Thus, the weighted performance of each
CaC_STHE against SS_STHE for the same ranges of
Reynolds numbers or pressure drops as applied to any of
the two criteria was calculated as

N

:i PCaC Pss ©)]
v NZP +Py)/2

CaC
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where P is the performance factor or the equivalent
shell-side heat transfer coefficient for the first or second
criterion, respectively. Also the WP is actually the
weighted performance factor (WPF) or weighted shell-
side heat transfer coefficient (WSHTC) as it is applicable.

3 Results and Discussion

3.1 Model validation

This numerical model was validated by running a sim-
ulation of shell-and-tube heat exchanger with horizontal
baffles using the experimental data for segmental baffle
heat exchanger in [33]. The comparison between the ex-
perimental and numerical results for the average Nusselt
number and pressure drop in the shell-side are as present-
ed in Figures 4 and 5. It can be observed that the varia-
tions of the numerical results are in good agreement with
that of the experiment. The average difference between
the experimental and numerical results for Nusselt num-
ber and pressure drop are 11 and 26 % respectively. The
observed discrepancies may be as a result of the model
simplification such as no-leakage flow, and some una-
voidable measurement errors.

3
By
&8
A 4
—e¢—Experimental Results
& == Simulation Resulls
5
3
2] 5y 10 15
i (m*hr)
Figure 4 — Comparison of Nusselt number
of the experimental and simulation results
7000
6000
5000
= 4000
=
F 3000
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1000
]
0 5 10 15

i {m*hr)

Figure 5 — Comparison of pressure drop of
the experimental and simulation results

3.2 Shell-side flow field

The flow path lines of water at 3.10 kg/s on the shell-
sides of the heat exchangers are shown in Fig. 6. It can be
observed that the shape of the baffles affects the rambling
of the fluid from shell-inlet duct to the outlet duct. The
flow in CaC_STHE is more concentrated at the centre of
the baffle cut than that of SS_STHE, which spreads over
the baffle cut. Also, the fluid velocity is reduced within
the shell because of the larger flow area than the shell
ducts. The combined fluid mixing by cross- and counter-
flows in the shell produces a good interaction of the shell-
side fluid with tube outer surfaces which enhances the
transfer of heat between the working fluids.

YOUuL43

1
¥ 0.079/

Figure 6 — Streamline flow of water as shell-side fluid
using SS_STHE (a) and CaC_STHE (b)

3.3 Temperature distribution

The shell-side temperature distributions for the heat
exchangers are as presented in Fig. 7. It can be seen that
the fluid temperature reduces from the fluid entry point to
the outlet of the shell. Also, it is observed that greater
reduction in fluid temperature occurred across the tube
bundles due to larger surface area to conduct heat by the
tubes in cross-flow than the tubes in the baffle windows.
This observation is synonymous for the two heat ex-
changers.
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Figure 7 — Temperature distribution in the shell-side (working
fluid: engine oil using SS_STHE (a) and CaC_STHE (b)

3.4 Heat transfer coefficient

The plots of the heat transfer coefficient on the shell-
side of the SS_STHE and CaC_STHE against the Reyn-
olds number are as shown in Fig. 8 for engine oil, water
and air respectively. It can be observed for each baffle
and working fluid that the heat transfer coefficient in-
creases with the Reynolds number, which corresponds to
the range of mass flow rates considered for each fluid.
Although, the rate of increment in coefficient of heat
transfer tends to reduce at higher Reynolds number as
indicated for engine oil and water, it increases linearly for
air. This can be attributed to the physical nature of each
fluid. Amongst other results, the percentage differences in
heat transfer coefficients of the SS_STHE with each of
the CaC_STHEs are presented in Table 2. From this ta-
ble, non-zero positive value indicates higher heat transfer
coefficient of CaC_STHE while negative value means

lower heat transfer coefficient of CaC_STHE.Generally,
it is observed that CaC_STHEs had lower heat transfer
coefficient. This is partly due to the less interaction of the
fluids with the outer tubes since the flow is more concen-
trated through the centre of the tube bundle. On the con-
trary, CaC_STHEs with engine oil gave better heat trans-
fer coefficients as depicted from the two turbulent mod-
els, and this may also be attributed to fluid’s thermody-
namic characteristics.
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Figure 8 — Shell-side heat transfer coefficient against the
Reynolds number for the engine oil (a), water (b)
and air (c) as a shell-side working fluid
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Table 2 — The comprehensive performance of CaC_STHEs

. h, % m, % Ap, % Ap. % WPF WPE WSHTC WSHTC
STHE Model Fluid (ee) (I;Ij)G (lzlj)G (k-¢) (IZ_I:)G () (RNG k-¢)
10 % CaC_STHE o 4.40 4.32 -16.91 -16.96 —0.125 —0.127 —0.021 —0.022
15 % CaC_STHE 50 B 2.69 2.72 —9.54 -9.59 —0.069 | —0.069 —0.010 —0.010
20 % CaC_STHE = 0.02 0.03 —8.43 —8.45 —0.084 | —0.084 —0.035 —0.034
10 % CaC_STHE B —4.14 — —15.76 - —0.199 - —0.090 -
15 % CaC_STHE g —1.57 — —7.89 - —0.154 - —0.103 -
20 % CaC_STHE —4.95 — —9.46 - —0.144 - —0.082 -
10 % CaC_STHE 1.30 — —15.29 - —0.140 - —0.056 -
15 % CaC_STHE j:; —0.75 — —7.56 - —0.083 - —0.042 -
20 % CaC_STHE —1.56 — —8.69 - —0.102 — —0.056 —
3.5 Pressure drop -
The pressure drops of the SS_STHE and CaC_STHEs B
for varying Reynolds number are presented in Fig. 9 for o000
the three working fluids. The plots showed that the pres- /
sure drop increases with increasing Reynolds number (by g .
implication the mass flow rate). However, as the Reyn- & 30000 :j::j{&:;k
olds number (mass flow rate) increases, the pressure drop 20000 1SN A STHE
continues to rise rapidly due to increasing turbulence. The 10000 —— 209 CaC_STHE
same trend was reported by Kuppan [14], and also ob- i
served by Wang et al. [32] and Zhang et al. [34] from ¢ 100 M0 30 41;'20 Moa:. oo oo A000
their studies. The percentage differences in pressure
drops for the same range of Reynolds numbers with a
SS_STHE can as well be found in Table 2. The negative A
values indicate that the CaC_STHESs have higher pressure :T;i
drops than the SS_STHE for all the shell-fluids. The 15000
higher pressure drops demonstrated by CaC_STHEs R *:g -
could be as a result of the more concentrated cross-flow ) :im, :i:“?:{":f‘[
through the centres of the tube bundles and the subse- 15000 ire i
quently reduced bypass flow through the shells. ‘:‘ﬁ e 20K COC_STHE
3.6 Performance faCtor ’ 1] 50000 100000 150000 200000 250000 300000 50000 400000 AS0000 S00000
The performance factors of the CaC_STHEs in rela- s
tion to the SS_STHE at varying Reynolds numbers are as b
shown in Fig. 10 for all the shell-side working fluids. It is 6000
observed that the performance factor of none of the <00
CaC_STHEs is up to a value of one for the range of ;
Reynolds numbers considered. The weighted perfor- qm: /
mance factors (WPF) of these heat exchangers relative to ‘:;_!Doﬂ —+— 25% 55, STHE
SS_STHE in the same range of mass flow rates or Reyn- - —8— 10% CaC_STHE
olds numbers are also presented in Table 2. The negative 15 CaC_STHE
1000

values of the weighted performance factors showed that
the CaC_STHEs have lower overall performances in
comparison with SS_STHE.

——20% CaC_STHE

Figure 9 — Pressure drop versus the Reynolds number
for the engine oil (a), water (b) and air (c)
as a shell-side working fluid
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Figure 10 — The performance factor and the Reynolds Number
for the engine oil (a), water (b) and air (c)
as a shell-side working fluid

3.7 Shell side heat transfer and pressure drop
variation

The variations between the shell-side heat transfer co-
efficient and pressure drop at the same mass flow rate are
as indicated in Fig. 11. It is observed that increase in
pressure drop is more rapid than that of heat transfer co-
efficient with increasing mass flow rate, and this confirms
the assertions given by Kuppan [14] and Mukherjee [16],
and conforms with the observations of Wang et al. [8,
32]. Assessing the heat exchangers at the same pressure
drop, the SS_STHE exhibits higher heat transfer coeffi-
cient than other heat exchangers for all the working flu-
ids. The weighted shell-side heat transfer coefficients
(WSHTC) of the CaC_STHEs against the SS_STHE are
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< S00.00
E "
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Figure 11 — Heat transfer coefficient and the pressure drop
for the engine oil (a), water (b) and air (c)
as a shell-side working fluid

as depicted as well with other results in Table 2. The
negative values are indications that the SS baffles will be
more desirable than the CaC baffles based on this criteri-
on.

4 Conclusion

In the research, the flow and heat transfer characteris-
tics of varying configurations of concave-cut baffles (10,
15 and 20 % CaC_STHE:), and single-segmental baffles
(SS_STHE) in shell-and-tube heat exchanger have been
numerically investigated. Overall, shell and tube heat
exchanger with concave-cut baffles had lower perfor-
mance as compared with the single-segmental baffle type.
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5 Nomenclature h Heat transfer coefficient, W/(mz- K);
Nu Nusselt number;
STHE Shell-and-Tube Heat Exchanger; P Performance factor;
u  Velocity component, m/s; WPF  Weighted performance factor;
p Pressure, Pa; WSHTC Weighted shell-side heat transfer coeffi-
T Temperature, K; cient;
X Cartesian coordinate; p Density, kg/m3;
¢, Specific heat capacity at constant pressure, 4 Dynamic viscosity, Pa-s;
J/(kg-K); ur  Turbulent Eddy viscosity, Pa-s;
k turbulence kinetic energy, m*/s?; n Thermal conductivity, W/(m-K);
Re Reynolds number; nr  Turbulent thermal conductivity, W/(m-K);
Pr;  Turbulent Prandtl number; & Dissipation rate, m%/s> ;
Ap  Pressure drop, Pa; i,j,k  Tensor.
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Yucaose 10CHiIKEeHHSA e(PEKTY YBIrHYyTO-BUPIi3aHUX NEPErOpoaoK y TeNJI000MIHHUKY
Ietinpia M. O., [lape A. A.

VYuiBepcuret M. 106amgan, O6yxnysa poyx, 200284, m. [6anan, Hirepis

AHoTanisi. Y po6oTi A0CTiIKEHO e()EeKTHUBHICTh TEIUNIOOOMIHHHX anapaTiB 3 0JJHOCETMEHTHUMH TIEPETOPOIKAMH i
pi3HMMHE 1X KOH(QIrypamisiMu yBirHyTO-BHpi3aHux meperoponok (10, 15 i 20 %). JlocmimkeHHST MpOBOIMIOCH LIS
TEIJIOOOMIHHUKA 3 TPhOMa POOOYMM CepelOBUIIAMH: MOTOPHE Macilo, BoJa, MOBiTps. J[ns koxHOI KoHirypamii
MEPEropoIOK OTPHMAaHI pe3ynbTaTd, I00pe Y3rofKeHi Uil ABOX Mozeiel TypOymeHTHOcTi: k-¢ 1 RNG k-e.
[ligTBepKEHO, IO TEIUIOOOMIHHWKKA 3 YBITHYTHMH II€PETOPOAKAMH MAlOTh OUTBINI Mepemagd THUCKY 1 HIDKYi
MMOKAa3HUKN €(EKTHBHOCTI, HIK OAMHUYHI CETMEHTHI NEPETOPOIKH y TOMY X MaccorabapuTHOMY miama3oHi. Kpim
TOTO, TEINIOOOMIHHHKY 3 YBITHYTO-BHPi3aHHMH IIEPErOpoIKM MAIOTh HWKYi Koedil[ieHTH Teruronepeaadi 3i CTOpOHH
00OJIOHKM 3a OJHAKOBOTO TMepenaay THUCKY MOpPIBHAHO 3 KOe(IIliEeHTOM Teruionepeaayi il OJHOCETMEHTHHUX
Heperopoaok. TakuM YHHOM, BHKOPHCTAHHS MEPEropoJIOK 3 YBITHYTHM BHPi30M HE CIpHse Oa)XaHOMY IiJBUILEHHIO
e(eKTHBHOCTI TETUIOOOMIHHHKA TIOPIBHSHO 3 CETMEHTHUMH MEPETOPOTKAMH.

KiwouoBi cioBa: KOXXyXOTpyOHHIl TEIDIOOOMIHHUK, TEpernaj THCKY, KOe]ilieHT MPOIYKTUBHOCTI, KOeQIIlieHT
TEeIUTONIepeaadi, yBIrHyTO-BUpi3aHa ePETOPOIKa.
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Abstract. This paper presents is to develop and compare neural network and conventional based controllers for a
boiler of steam power plant. Designs of two different controllers for pressure and temperature are presented for keep-
ing the boiler working in normal condition and improve efficiency. These controllers consist of NARMA controller
of ANN and a conventional proportional-integrator-derivative (PID) controller. These parameters are adjusted by
built a model and implementation in MATLAB program according to the requisite of the steam power plant and the
control objectives. The results show a neural network is best controlled and superior performances of power plant
from PID controller artificial neural network and PID have been applied in Al-Dura power plant in Baghdad. There-
fore, neural networks have been extensively utilized in many industrial applications.

Keywords: Artificial Neural Network, control, PID, NARMA controller.

1 Introduction

The control system is an important part of steam pow-
er plant. When a control system is weakening lead to
damage and shutdown of boiler for this reason design
modeling of control systems and applied of different
types of controllers of industrial plants. Applications of
steam generation modeling to control systems can classi-
fy into ANN and PID. Many authors have suggested sys-
tem controller and models by using intelligent technique
such as applied Artificial neural network (ANN) to obtain
the relationships between input and output data variables
of the system. The neural network controllers are exten-
sively used for their suppleness for completion on many
systems and good reference track capacity [1]. The au-
thors applied dynamic artificial neural network base on
genetic algorithm (GA) to control and identify the ad-
vantages and disadvantages of ANN trained by GA. a
genetic algorithm utilzed to train a Layer-Recurrent
Network, Focused Time-Delay Neural Network, a Elman
Network, and Nonlinear Autoregressive Network with
exogenous inputs. The results of simulation provide a
good accuracy of model the generalization by a nonlinear
system of neural network. The training time is shorter of
dynamic neural networks and faster of convergence
speed. Also the generalization of the Elman network and

the NARX network are better than the FTDNN and the
LRN networks and the training error of the LRN network
is the smallest among the DNNs. The NARX and the
Elman network may be describe the complex system
because of the back-forward in the DNN. Arrange of the
system will be set before the training because the FTDNN
network is the feed-forward multilayer [2]. This study
obtained application of neural network for control of
solar plants. This plant consists of a hybrid diagram com-
bining the possibilities of neural networks for estimate
purposes with the well-know hypothesis and general
industrial application of PID techniques. The neural net-
work is training base on data that measured from the
plant provided that a way of development between a set
of PID controllers and verify the use of several local line-
ar controllers to cope with changes in the plant behavior
induce by different operating conditions. Experimental
results show the neural networks are able to learn by data
systems this data collected at “Platforma Solar de Alme-
ria” (Spain), neural network is see as an extension rather
than substitute of linear identifiers and controllers that
can be previously working and applied to a plant model
and the computational requirements with a small initial
knowledge .the results were obtained from this control
strategy [3]. In this study present use of Artificial Intelli-
gent and PI Controller to analysis dynamic performance
and control methodology developed by Load frequency
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control of number of areas interconnected hydrothermal
power reheat system. three areas interconnected consists
of steam plant in three areas consists of hydro plant, the
arrangement of most complex system like hydro plant
and steam plant with reheat are interconnected that in-
creases the nonlinearity of system. This model of tech-
nique is built in Simulink \ MATLAB. The results show a
conventional controller and intelligent with the addition
of slider gain provide a good performance in each area of
hydrothermal combination and reduce the oscillation of
the frequency variation and the tie line power flow. A
comparison of Artificial Intelligence with PI controller
illustrates the excellence of proposed ANN based ad-
vance more Fuzzy and PI for the conditions. the intelli-
gent control advance using ANN conception is supple-
mentary perfect and more rapidly than the fuzzy and con-
ventional PI controls diagram even for a difficult dynam-
ical system[4]. In this study applied a Neural Network
based PI and PID controllers design and simulated of a
pneumatic servo actuator to increase the position accura-
cy. Pneumatic servo actuators in employment systems are
usually used in industrial mechanization. In these designs
training Neural Network depending on feedback repre-
senting change in location error and changes in external
load force to present controllers with appropriate gain ,
these gains must be keep the positional response of over-
shoot, rise time and steady state error as minimum. The
results show the Neural Network based PID controller
was more than with PI controller in trained and generate
with simpler construction and minimum Mean Square
Error [5].

The aim of this research is to control of variables pres-
sure and temperature of boiler of Al-Dura power plant in
Baghdad which affected of maximum generated power
and plant performance by intelligent technique and com-
pared between them.

2 Research Methodology

2.1 Artificial neural networks

The first time of appear artificial neural network by
Bernard Widrow in 1950’s [6]. An artificial neural net-
work is a computing structure that is made up of a assem-
bly of simple, very much interconnected by neurons with
transfer functions. The Neurons are including input layer,
hidden layer and output layer. The system dynamic com-
plexity is determined by the number of hidden layer and
neurons in layers for ANN model. ANN learns by train-
ing .all inputs of ANN has its own weight. The Weights
are determined during network training process. Neural
network attempted to look like the human brain to resolve
difficult problems in many applications in the field of
engineering. Figure 1 shows a simple structure of a ANN
with one input, one outputs and Figure 2 shows multiple-
input neuron structures where p, w, b, f, and a are input,
weight, bias, transfer function, and output corresponding-
ly. Formula 1 allows calculating the neuron output:

a=f(wp+b). (D

—= Output (a)

input (p) 0—— ¥, t—= f

lb

Figure 1 — Single-input neuron structure [7]

Multiple-Input Neuron
o

Inputs

3 a
J'

Y

a=f(Wp+b)

Figure 2 — Multiple-input neuron structure [7]

The variables w and b can be determined by learning
rules so that the relation between the input and output
meet the predictable aim [7].

Training of ANN can be classified in to types super-
vised and unsupervised. In supervised learning means
that inputs and targets are known, but in unsupervised
learning the inputs are known but unknown targets and
the underlying relation within the data sets have to be
disclose by the ANN utilized the data cluster method.

The training procedure of neural network involves the
variation of parameters. So, it is needed to adjust the
number of neurons in the hidden layer so as to reach the
greatest converging network. A true process of training
ANN is generally base on an iterative estimate in which
the variables are in succession updated in numerous steps.
Such a step can be based on a single information item, on
a set of them, or on all obtainable data points. In each
step, the desired outcome is compare with the real one
and using the data of the architecture, all variables are
changed slightly such that the error for the presented data
points decreases [8]. Artificial neural networks (ANN)
are useful in many fields of science, knowledge and tech-
nology. They provide an alternative approach to the simu-
lation of complex, ill-defined and uncertain systems [9—
11].

2.2  PID control

The widely utilized in industrial control systems is a
proportional-integral-derivative (PID) controller due to
their suppleness for give the designer on the system dy-
namics. it was introduced to industry in 1939. PID is a
generic feedback control system that objective is to min-
imize the values of a measured and a desired difference
by adjusting the process control inputs this called error.
The PID controller consist of three coefficients the pro-
portional P, the integral I and the derivative D values that
can be translate in terms of time. The controller PID can
present the requisite control action designed for a exact
process by regulate present error, accumulation of past
errors, and calculation of future errors [12]. It is also
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usual to use just PI, PD, P or I controllers. The formula 2
shows the algorithm of PID:

ult)=K, e(t)+%je(r)dr+Tdd27(tt) , 2

where u — control signal; e — control error; K, — pro-
portional gain; 7; — integral time, and T, — derivative
time.

The amount of three parameters including P, I and D
acts control signal [13].

Figure 3 shows the block diagram of PID controller,
where y and r are the measured process and reference
parameters.

I

K. [l (r)dr

Figure 3 — Block diagram of PID controller [7]

2.3 Modeling of boiler using PID and neural
network

The Simulink-MATLAB is used to design and imple-
ment an artificial neural network and PID controller.
Adjust the gain of PID according to tuning algorithm in
MATLAB to obtain a excellent balance between perfor-
mance and robustness, and saving the system working in .
The type of artificial neural network controller using is
the nonlinear autoregressive moving average (NARMA)
are designed and employed to control of pressure and
temperature of boiler of steam power plant. NARMA
implement in the ANN toolbox of simulation MATLAB.
In system identification of ANN model of the plant is
developed. Controller block of NARMA is shown in
Figure 4.

Reference

L 4

Control
Signal

Plant
> =
Quiput

Figure 4 — Controller block of NARMA

The scheme of plant identification for the NARMA of
boiler model is working by adjusted parameters for gen-
erating data by insert, min and max values for the plant

input and output ,min and max interval values. The size
of the hidden layer, the number of delayed plant inputs
and outputs, the sampling interval and finally the training
function is the Levenberg-Marquardt Training Algorithm
(TrainLM). The training network then select by the re-
sponse of the resulting plant model was display. Separate
plots for validation data, training data and testing data
that’s shown in Figures 5—7. The performance of neural
net work and regression is shown in Figures 7, 8. The
block controller of PID is shown in Figure 9, as well as
the model of boiler using PID and Neural network is
shown in Figure 10.
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Figure 5 — Plant identification of NARMA (a)
and generate data (b)
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Figure 10 — Block diagram of boiler design using NARMA and PID

3 Results and Discussion

The combination of two or more of intelligent tech-
niques produces a strong system of high efficiency and
effectiveness. Intelligent techniques are very useful in the
modeling and predicting of high complex systems having
nonlinearity and uncertainty in their models. In some
applications of more than one part in their systems, it is
very difficult to evaluate or drive such mathematical
models which can identify these systems, however, by
obtaining some data for the inputs and outputs of system.

When implementation Simulink model of whole sys-
tem, the results shown in Figure 11 allow obtaining the
responses of pressure and temperature of model. As it can
be see from these figures the response of the controller
using neural network is rapid and after about 7 second it
is stabilized but when using PID the response of the con-
troller is stabilize after 18 second. From this result show
the artificial neural network response is better than PID.
These advantages are because of the special construction
and algorithm of the network. Neural network method
can be a suitable alternative to standard modelling tech-
niques as obtain data sets show nonlinearities in the struc-
ture. It has established ability to solve combinatorial op-
timization troubles in engineering plants.

b

Figure 11 — The responses of temperature (a)
and pressure (b) of a model
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4 Conclusions

This paper developed two types of controller struc-
tures for two significant outputs from the models and
their matching values from the measured information sets
temperature and pressure of boiler steam generation .
These controllers of steam generation are NARMA of
Artificial neural network controller and PID conventional
controller. These controllers applied and adjusted their
parameters and tune in Simulink\MATLAB according to
the requirement of the steam generation structure and the
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IopiBHAIBLHMIA aHAJI3 3aCTOCYBAHHS NMPONOPUiHO-IHTerpajabHo-Iu¢epeHniaJIbHOro

peryJasTopa i Ty4YHOI HEHPOHHOI MepesKi VI KePyBaHHS MAaPpOBUM KOTJIOM €JIEKTPOCTAHIII
Canim X., Cynrran X. @., [IxaBag P

TexHoNOTiYHMH YHIBEpCUTET, By anb-Cinaa., 10066, M. barnax, Ipak

AHoTauisi. Y CTaTTi NpeacTaBiIeHo po3poOJeHy METOIHKY MPOBEICHHS MOPIBHAIBHOIO aHAI3y 3aCTOCYBaHHS
HEHPOHHUX MEpeX 1 KOHTPOJIepiB I TPaJULIHHUX KOTIIB MapoBHX eleKTpocTaHwiil. IIpeacTaBiieHi cxeMH IBOX
PI3HHX KOHTPOJIEPIB ISl THCKY i TeMIepaTypy Uil MATPUMKHA POOOTH KOTJIa B HOPMAIGHOMY CTaHi Ta IiJBHIICHHS
edexruBHoOCTi. L[i KOHTpONepH ckianaroThes 3 HemiHiiiHOro NARMA-KkoHTposiepa mITy4HOi HEHPOHHOI Mepexi Ta
TPaAMIIHHOTO MPONMOpPUiHO-IHTerpabHO-AN(EepeHIiaTbHOTO peryisitopa. Lli mapamMeTpu KOPHUTYIOTBCS IUIIXOM
moOyI0BU MOJENI Ta mojansinoi peanizamii y mporpami MATLAB BigmoBiHO 10 BUMOT TapOBOI €EKTPOCTAHIIIT Ta
uineit ynpapiiHHsA. PesynbraT CBimyaTh, IO HEHpOHHa Mepeka KOHTPOJIOETBCS Kpallle, a Ha ENeKTPOCTAHILT
Anpb-JTropa y M. barman 3acTOCOBYIOTBCSL XapaKTepUCTHKH BiIIOBIZHOI MO €JIeKTPOCTaHIIl 3 BUKOPUCTAHHAM
PID-koHTponepa i IITy4yHO! HEHPOHHOI Mepexi, 10 Moke OyTH 4YeproBHM MiATBEpIKEHHS e(QEeKTHBHOCTI
3aCTOCYBaHHS HEHPOHHUX MEPEXK y 6araTthboX raimyssx IMpOMHUCIOBOCT.

KinrouoBi ciioBa: mry4yna HelipoHHa Mepexa, kepyBaHHs, PID-kontponep, NARMA.
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Abstract. Fractal image compression algorithm is known for allowing very high compression rates (the best ex-
amples — up to 1 000 times with acceptable visual quality) for real photos of natural objects, which is not possible for
other lossy compression methods. The main disadvantage of the fractal method is the low rate of encoding, which is
due to the fact that in order to obtain high image quality for each rank block, it is necessary to perform a search of all
domain blocks, and for each domain block, at least eight affine transformations must be performed. Despite the large
number of works devoted to increasing the speed of fractal images compression, it is worth noting that this problem
remains very relevant. The aim of the work is to find methods for increasing the speed of fractal image compression.
Based on the analysis of known approaches of increasing the fractal compression rate, a proposed method is based on
the representation of rank and domain blocks in the form of coefficients of two-dimensional linear approximation,
which allows for each rank block to perform a rapid pre-selection of blocks by three approximation coefficients. With
the selected blocks, the transformations that are characteristic for fractal compression are performed. Since the quan-
tity of the selected blocks is considerably less than the total number of domain blocks, one should expect a significant
gain in the sealing speed. The simulation done in the Python programming language showed that the proposed meth-
od can increase the fractal image compression rate by on average of 10 times compared to Arnaud Jacquin’s method

without significant loss of image visual quality.

Keywords: image compression, fractal encoding, two-dimensional approximation, image fractal properties.

1 Introduction

Images that are presented in digital form must be
stored on media and transmitted by communication chan-
nels. To save memory and make more efficient use of
system resources, special encoding algorithms are creates
[1, 6]. The image is a special kind of data that has redun-
dancy in two dimensions, which provides additional op-
portunities for compression [1, 4]. One of the promising
methods of image compression is a fractal method [1].
Fractal encoding is a mathematical process for encoding
raster images that contain a real image in a set of mathe-
matical data that describes the fractal properties of an
image. This type of encoding is based on the fact that all
natural and most artificial objects contain excessive in-
formation in the form of identical image blocks that are
repeated. They got the name fractals. Fractal is a structure
that consists of similar shapes and drawings that can be in
different sizes.

2 Literature Review

The fractal compression algorithm is known for allow-
ing very high densification factors (best examples — up to
1 000 times with acceptable visual quality) for real pho-
tographs of natural objects that can not be used for other
lossy compression algorithms [2, 3].

The main disadvantage of the fractal method is the low
rate of encoding, which is due to the fact that in order to
obtain high image quality for each rank block, it is neces-
sary to perform a search of all domain blocks, and for
each domain block, at least eight affine transformations
must be performed [7-9]. One of the possible efficient
and fast image coding schemes by fractal method was
proposed by Arnaud Jacquin [7]. But if you count the
number of multiplication operations to find the coeffi-
cients of affine transformations of one rank block in the
image in grayscale grays of 512x512 (4*° = 512,
k = 4.5) pixels with the size of the rank block 4x4 (n = 4),
the domain 8x8 and step of the choice of domain
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blocks 2, then even for the algorithm proposed by
Jacquin, the total number of operations of multiplication
will be quite large and will be [1]:

M =8:-[4n*"'(n*" =3)+9n*]=
=8:[4-4°7.(47°-3)+9-4°1=8.2-10".

Consequently, the purpose of increasing the rate of
compression of images by the fractal method is very rele-
vant. With improved performance, the fractal compres-
sion algorithm can become one of the most effective im-
age compression algorithms [1].

3 Research Methodology

3.1 Mathematical model of encoding-decoding
of images by fractal method

From a physical point of view, fractal encoding is
based on the assertion that the image contains affinity
redundancy. The mathematical model used in fractal
image compression is called Iterated Function Systems
(IFS). IFS contain a set of compression transformations
that can be set for the image S as follows [1, 8]:

WS)=wi(S). (1)

According to the Banach theorem, there exists a cer-
tain class of mappings called pressing ones, and the fol-
lowing statement holds true for them: if, to some image
Jo, we begin to repeatedly apply the mapping W in such a
way that:

J1=Wfo ). fi =WMfi.1). (2)

then with “i”” going to infinity we get the same image no
matter what image we took for f;:

f = Limf, 3)

The image fis called a fixed conversion point W or at-
tractor.

As transformations w; affinity mapping is used:

X a b 0| x| |dx
w; =l¢; d; O|yl|+|dy] “)
z 0 0 S|z O;

l

where a;, b, ¢, d; — affine coefficients of deformation,
compression, rotation; d,, d, — coefficients of move; x, y —
the coordinates of the point that is converted; z — its in-
tensity. Parameter §; controls contrast, and O, — bright-

ness of the image. Knowing the coefficients of these
transformations, we can restore the original image.

The fractal image coding algorithm can be described
as follows. The process of compression begins with the
fact that the image is initially divided into non-
overlapping (ranked areas), and then in the domain blocks
that can overlap, as shown in Figure 1 [7].

W
V
a b

Figure 1 — Selection of blocks in the image:
a— rank, b — domain

Domains must have distinctive fragments that are then
used to construct the decoded image. After that, the im-
age encoding begins by selecting for each domain region
of the most relevant domain, by which the brightness
distribution in the ranked region can be approximated by
the distribution of brightness in the domain. In order to
get the best approximation, the domains are subjected to
affine transformations, which result in not only their ge-
ometric deformation, but also changes in contrast and
brightness. If the brightness distribution in the converted
domain fails to achieve a satisfactory approximation of
the brightness distribution in the rank region, the rank
region is divided into four parts and the process is repeat-
ed. The quality of the required approximation is given in
the form of an acceptable value of the average square of
the approximation error (the mean square of the discrep-
ancy). Domain numbers used in the encoding of each
rank domain, as well as affinity overflow coefficients, are
written to a file. The compressed image file contains a
heading with information about the location of ranked
domains and domains, as well as a table of effectively
packed affine coefficients for each rank domain.

One of the possible patterns of image encoding by the
fractal method, proposed by Arnaud Jacquin, contains the
following steps [1, 8]:

— the image is divided into areas adjacent to each other
by the size of NxN (ranked areas);

—a set of domain scopes is specified. Domain areas
can overlap, they do not have to cover the entire surface
of the image. The size of domain areas is 2Nx2N;

—the domain, which after affine transformations, most
closely approximates the rank region is chosen for each
rank. In practice, eight variants of mapping one square to
another with usage of affine transformations are applied.
These are turns of the image at angles 0°, 90°, 180°, and
270° relative to its center and symmetry transformation
relative to the orthogonal axes, which pass through the
center of the fragment, perpendicular to its sides.

The accuracy of the approximation F is determined by
means of the mean square criterion:

F=3Y(Sd;+0; -1y ) )
]
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where d;; — values obtained as a result of averaging
fragments with dimensions of 2x2 of the domain’s region
elements, that leads it's size to the size of the rank region;
r;; — values of elements of the rank region. The displace-
ment Oy can be either a constant, or described by poly-
nomials of the first, second, third order.

By equating partial derivatives of the expression S and
O to zero:

aiZOa aiZO& (6)
oS 00

Let's find the values S and O, at which the minimum of
the expression is reached:

Ozé{i@—sf@J, ™
LJ

n ij

n’ Srydy -3y L d,
ij ij i,j . (8)
2% 72
h zdl.jz _(_Zdjj )
LJ

i,j

S:

Domain blocks are usually chosen with step n/2 at
n = 4. The following parameters are written to the output
file:

1) coordinates of the domain area with the lowest val-
ue of F;

2) values for O and S, obtained according to the for-
mulas (7), (8);

3) number of affine transformation.

The decoding algorithm consists in the fact that two
instances of the same image A and B are taken, the distri-
bution of brightness in which is irrelevant. The areas
whose boundaries coincide with boundaries of ranks and
domains areas are selected on these images and then,
using known values of affine coefficients, by the domains
selected in image B brightness distributions in the rank
areas of image A are found. After that, images A and B
change places and the operation is repeated. It can be
shown that with many repetition of this operation, the
brightness distribution in images A and B will be closer to
the brightness distribution in the original image. Let's pay
attention to the fact that the algorithms of compression
and decompression are asymmetric. It is also worth not-
ing that the compression process takes much longer than
the decompression process. Decoding of the compressed
image is iterative and consists of the following steps:

1) two images of the same size A and B are created.
The size of these images does not necessarily equal the
size of the original image; the initial drawing of areas A
and B does not matter;

2) the image B is divided into rank areas, as in the first
stage of the compression process. For each rank area of
image B an affine transformation of the corresponding
domain area of image A is performed and the result is
placed in B.

3) performed operations are identical to the previous
item, only the images A and B swap places;

4) the second and third steps are repeated repeatedly
until the images A and B do not become indistinguisha-
ble.

The main disadvantage of the fractal method is the low
rate of encoding, which is due to the fact that in order to
obtain high image quality for each rank block, it is neces-
sary to go through all domain blocks and at least eight
affine transformations must be performed for each do-
main block [5].

3.2 Known methods to increase the rate of
fractal image compression algorithm

To improve the speed and efficiency of fractal image
encoding, a number of optimization methods are used.
The simplest and slowest way of fractal encoding is to
check each domain block and perform calculations ac-
cording to the expressions (5), (7), (8). This method is
called an exhaustive search. When encoding images of
natural origin, you can increase the coding speed by tak-
ing § = 1, since, taking into account the image statistics,
there is always a domain block that approximates a given
rank block with the required precision. Then from the
expressions (5), (7) we get:

F=X(d;j+0;-1; ©)
ij
LI, 3 10
(0] ::445” zzib —'2;(1U . ( )
n Lj L]

The contrast of the decoded image can be restored by
other methods. This simplification allows you to reduce
the number of arithmetic operations by 60 % and, accord-
ingly, increase the compression speed.

The most popular methods for increasing the speed of
encoding images by fractal method are as follows [10]:

1) search for domain blocks that do not exceed the
specified value;

2) local and sub-local search;

3) isometric prediction;

4) classification of domain and rank blocks, the ranked
compares with domain blocks of the same class.

Among the methods should be noted the classification
proposed by Arnaud Jacquin [1, 8]. It is based on the
block topology and involves:

— blocks without contours;

— blocks, invariant to the orientation (texture blocks);

— contour blocks (exhaustive search).

3.3 Increasing the rate of the fractal image
compression by two-dimensional
approximation

To increase the speed of image compression under the
Arnaud Jacquin scheme, it is proposed to perform a pre-
liminary selection of domain blocks based on the approx-
imation coefficients [7].

In the case of linear approximation, the pixel value for
a two-dimensional image is determined as follows:

filx,y)=ax+by+c. (1)
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In the general case, the values of f(x, y) differ from the
value of the pixel zxy. The minimum distance value is
achieved with a minimum value of the sum of squares of
distances, that is:

N M 5
S=3 Y (ax+by+c—z, ) =Min,  (12)
x=1y=I

where M, N — image size; z,, — pixel value at the point
of the image with the coordinates x, y.

The function § has a minimal extremum at the point
where partial derivatives of the coefficients are zero:

B _9.85_p.B_y. (13)
oa ob oc

Thus, we obtain a system of three equations for three

unknowns. For ranked blocks with a size n = 4, the sys-
tem of equations is as follows:

4 4
120a+100b+40c= Y > ZyyX
y=1x=1

_< (14)
100a+120b+40c= 3 3 z,,y

y=1x=1

4 4
40a+40b+16c= 3 3 z,,
y=1x=1

Having solved the system of equations (14), it is pos-
sible for each rank and domain blocks to determine the
coefficients of approximation a, b, c.

Therefore, the encoding process will have the follow-
ing additional steps:

1. Each domain and rank block is presented in the
form of coefficients of approximation. For n = 4, the
approximation coefficients from (14) are calculated as
follows:

4 4 4 4
_32 szy+]’22 szyy

b= x=1y=1 x=1y=1 : (15)
24
4 4 4 4
32 2 Ty — 2 2y Xx—20b
c= x=1y=1 x;]y:l : (16)

4 4 4 4
32 Z ny_z Z nyy—8C
a= x=1y=I x=1y=I ) (17)
20

2. For each rank block, pre-selection of domain blocks
is performed by three coefficients of approximation, for
example, by quadratic deviation:

Spar =(@, —ay F +(b, =by F +(c, =g J';

Suz =(a, —by V' +(b.—ay  +(c,—cy ),

(18)

where a,, b, c, — coefficients of approximation for the
rank block; a4 b, cy— coefficients of approximation for
the domain block.

With the selected blocks, the transformations charac-
teristic of fractal compaction by the Jacquin method are
performed. Since the selected blocks number is consider-
ably less than the total number of domain blocks, one
should expect a significant gain in speed.

4 Results

The simulation executed in the Python programming
language showed that the proposed method for increasing
the speed of fractal image compression can achieve ac-
celeration of 5-10 times compared to the Arnaud
Jacquin’s method (exhaustive search) without serious loss
of image visual quality (Figure 2).

Figure 2 — Results of simulation of high-speed fractal
compression: a — original image; b — image restored
after encoding by the proposed method

For example, on the same computer, it takes about
52 minutes to encode an image of 512x512 by the meth-
od proposed by Arno Jacquin, and for encoding the image
according to the method proposed above — only 5 min,
that is, the encoding speed increased by 10 times.

To compare the proposed method and Arnaud
Jacquin's method in Table 1, results are presented for
images of different sizes. The larger size of the image, the
better results are provided by the proposed method, since
the pre-selection reduces the space for finding domain
blocks for each rank block.
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Table 1 — Comparison of the encoding time of images of vari-

5 Conclusions

ous sizes
The main disadvantage of the fractal method is the low
exhaustive proposed Acceleration rate of encoding, which is due to the fact that in order to
Image size search method rate, tg/ts obtain high image quality for each rank block, it is neces-
tg, s ts, s e sary to go through all domain blocks and at least eight
128%128 9.7 1.4 6.9 affine transformations must be performed to each domain
256X256 196 24 83 block. The method for increasing the fractal compression
512%512 3125 302 10.3 speed by proposing rank and domain blocks in the form
1024%1024 19333 | 588 122 of coefficients Qf approximation is propo.sed. This allo.ws
to perform a quick pre-selection of domain blocks, which
ultimately increases the fractal seal speed on average by
10 times.
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IlinBumenHs MBUAKOCTI GPAKTAIBLHOIO YIIIIBHEHHA 300paxeHb

3 BUKOPUCTAHHAM JIBOB]/IMipHI/[X AMMPOKCUMYIOYHUX ITEPETBOPECHDL
Maiinanrok B. I1., Apcentok L. P., Jlimyx O. O.

BiHHUIIBKUI HAlIOHAEHUH TeXHIYHUN YHiBepcuTeT, Byl. XmenpHuUIbKe [loce, 95, 21021, m. Binanms, Ykpaina

AHoTanist. ATroput™ (pakTaIbHOTO YIIUTBHEHHS 300pakKeHb BiIOMHH THM, IO Y AESKHX BHIIAJKaX J03BOJISIE
OTpPHUMATH JIyXKe BHUCOKI Koe(illieHTH yIliabHeHHs (Haikpari npuknaay — g0 1000 pasiB 3a IpuHHATHOT Bi3yasbHOT
SIKOCTi) A/l peabHUX (oTorpadiil mpupoIHUX 00’ €KTIB, MO € HEMOXKIMBUM JJIS 1HIIUX AITOPUTMIB YIIITBHEHHS
300pakeHb 13 BTpartamud. OCHOBHHM HEIOJIKOM (paKTaJbHOTO METONY € HW3bKa MIBHIKICTh KOIYBaHHSA, sKa
MOB’si3aHa 3 TUM, IO JJsI OTPUMAaHHS BUCOKOI SKOCTI 300pak€HHS I KOXKHOTO PAaHTOBOTO OJIOKY HEOOXiIHO
BHUKOHATH TIepedip yCiX JOMEHHHX OJIOKIB, i 11 KOYKHOTO JOMEHHOTO OJIOKY HEOOXiTHO BUKOHATH HE MEHILIE BOCHMH
aQiHHUX TepeTBOpeHb. He3Baxkaounm Ha BENUKY KUIBKICTh Mpalb, NPUCBSYCHHWX MiJBUIIECHHIO IIBUAKOCTI
(pakTanbHOTO YIIUIBHEHHS 300paXkeHb, BapTO KOHCTATYBAaTH, 10 JaHa MHpoOieMa 3aJMIIAEThCS aKTyalbHOIO.
Meroto po6OTH € TOLIyK METOZIB MiJBHUILCHHA LIBUIKOCTI ()PaKTaIbHOTO YIIINbHEHHS 300paxeHb. Ha OCHOBI
aHali3y BiIOMHX MiAXOMAIB MiABUILICHHS MIBUIKOCTI (DPaKTaNbHOTO YIIUIBHEHHS 3allPOIMIOHOBAHO METOM, SKHUif
IPDYHTYETbCSI Ha IOJAHHI PAHTOBHX Ta JOMCHHHMX OJOKIB y BHMIAAI Koe(ilieHTIB JBOBUMIpHOI iHiHHOT
aTpoKCUMAallil, 10 JO3BOJISE I KOXKHOTO PAHTOBOrO OJIOKY BHKOHATH ILIBHUJAKHH MONEpeAHid BigGip IOMEHHHX
OJI0KIB 32 TphOMa KoedirieHTamMu anpokcuMarii. 3 BigiOpaHuMH OIOKaMH BUKOHYIOTBCSI IEPETBOPEHHS, XapaKTepHi
JUIsL (PpaKTaNBbHOTO yMminbHeHHS. OCKUIBKE 00paHUX OJIOKIB 3HAYHO MEHIIE 3arajJbHOI KUIBKOCTI TOMEHHHUX OJIOKIB,
TO CJiJ] O4iKyBaTH 3HAYHOTO 30UTBINECHHS NIBHAKOCTI YIIUTEHEHHS. MOJENIOBaHHS, BUKOHAHE i3 3aCTOCYBAHHSIM
MOBH TporpamyBaHHs Python, moka3ano, 10 3ampoNOHOBaHMII METOA [03BOJSIE MIABUIIMTH IIBHIKICTH
(bpakTanbHOTO YIIUIBHEHHS 300paxkeHb y cepequboMy B 10 pas3iB mopiBHSHO 3 MeTo0M 3a cxemoro A. JKakena Ge3
CYTTEBHX BTPAT Bi3yallbHOT IKOCTI 300paskKeHHsI.

KaouoBi cioBa: yIIibHEHHS 300pa)keHb, (pakTanbHe KOIyBaHHS, JIBOBHMIpHa anpoKcHMaris, (pax-
TaJIbHI BJIACTHUBOCTI 300pasKeHHSI.
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Abstract. The paper details the optimum choice of the front suspension of an automobile. The influence of sus-
pension on the steering geometry is studied by considering the various combinations of joints at the four-bar mecha-
nism of the front suspension. The purpose of the suspension is to make the job easier for the tires and give a predicta-
ble behavior so that the driver will have control of the car. The most common suspension used is double wishbone.
The performance of the steering geometry depends upon the performance of various steering parameters such as
kingpin angle, caster angle, camber angle, toe in and out and scrub radius. This steering geometry depends upon the
position of kingpin axis an imaginary line passing through the knuckle pin. The steering geometry is a function of ve-
hicle speed, link lengths, and road condition. The selection of the optimum choice of the suspension makes the bene-
fit the comfort for driving and controlling the vehicle conditions.

Keywords: suspension, steering geometry, front suspension, optimum, mechanism.

1 Introduction

The suspension of the front wheels is more complicat-
ed than the suspension of the rear wheels. This is because
the front wheels move up and down. Front suspension
changes the orientation of wheel with respect to the road,
affecting the steering behavior and tire. The most com-
mon suspension used is double wishbone. As this suspen-
sion locates the wheels and controls the geometry of their
movement, over bumps. Unequal length wishbones are
preferred because they separate the effects of the springs
more effectively and controls wheel movement better.
The upper wishbone is shorter than the lower one for
superior camber control. Therefore, it is also called as
SLA which stands for Short Long Arm. It is easily recog-
nized that an SLA suspension is a three-dimensional four
bar mechanism [1-2].

Ball joints provide key pivot points in the front inde-
pendent suspension set up. In operation the swiveling
action of the ball joints allows the wheel and spindle
assemblies to be turned left or right and to move up and
down with changes in road surface geometry. Four con-
trol arms are connected with spherical joints, lower ones
and upper ones [3]. The other ends of these control arms
are connected to the vehicle frame via revolute joints.
Various types of mechanisms with two spherical pairs
along with revolute pairs and cylindrical pairs were
formed by changing the position of various joints [4].

These mechanisms are analyzed for the optimum choice
of a front suspension. It also presents the steering geome-
try parameters along with the measuring techniques. This
exercise can be looked upon as a type synthesis of sus-
pension mechanism [5].

2 Research Methodology
2.1

Presently steering geometry parameters kingpin incli-
nation angle, caster angle, camber angle, toe angle are
measured using alignment equipment, caster /camber
gauge, a set of turntable and bubble gauges. The steering
wheel should be centered while measuring the steering
performance. Turn the steering wheel completely to the
right then turn the wheel completely to the left and count
the number of turns of the steering wheel. After following
the complete procedure steering geometry performance
parameters are measured and adjusted.

On the basis of six included angles of the 3D front
suspension mechanism, one at each revolute joints and
two at each spherical joints of this four bar chain, the
position of kingpin axis is determined. Steering perfor-
mance depends on the position of a kingpin axis. Depend-
ing on the position of the kingpin axis, caster angle, cam-
ber angle, kingpin angle, and toe angle of the four-wheel
vehicle are decided.

Steering geometry parameters
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Figure 1 — Steering geometry parameters [6]

The position of the kingpin axis is determined using
the Denavit Hartenberg Principle [6—7].

Joint O1 and O2 are revolute joints and joints A and B
are Spherical joints as shown in Figure 2. The relative
orientation of two links connected at je joint can be de-
cided in terms of magnitudes of included angles which in
turn can be measured by the potentiometer and associated
electronic instrumentation [8].

Figure 2 — The front suspension of an automobile
(A-arm front suspension) [6]

2.2 Selection of the “Revolute-Spherical-
Sherical-Revolute” mechanism

The front suspension is a three-dimensional four-bar
mechanism having four control arms. These arms are
connected with four joints, lower ones, and upper ones.
Various types of mechanisms with two spherical pairs
along with revolute pairs and cylindrical pairs were
formed by changing the position of various joints for
linear motion and rotational motion. Linear and rotational
motion completely defines the relative position of the
control arms. Table 1 shows the formulation of various
combinations of mechanisms by changing the joints,
where S — “spherical”, R — “revolute”, C — “cylindrical”
signs; X indicates that motion is restricted in columns 2,
3 and 5, whereas X indicates in column 4 that motion is
permitted.

The analysis of different combinations of mechanism
is done by the Denavit Hartenberg notation [9—-11]. The
analysis of RSSR, RRSS, and SRRS out of 24 mecha-
nisms of table 1 is shown below [12—14].

Table 1 — Formulation of various combinations of mechanisms

Type
synthesis
of O1-A-

B-02
(1-2-3-4)

Rotation
of
knuckle
link

Vertical
movement
of knuck-

le link

Motion of
upper and
lower
arms in Y
direction

Motion of
both arms
O1-A and
02-B due
to link
AB

SSCR

SSRC

CSSR

RSSC

CRSS

RCSS

SCRS

SRCS

SSRR

X [X [X

X [X | X

X [ X [X [X |X

RSSR

RRSS

SRRS

X | X

X | X

SSCC

X | X [X

CSSC

CCSS

SCCS

RSSS

SRSS

SSRS

SSSR

CSSS

SCSS

SSCS

SSSC

X [ X | X [X [X [X [X [X [X [X

3 Results

The design schemes proposed in the research [6] are pre-
sented in Figures 3—5 and described below.

{R)

Z|-|

Figure 3 — RSSR (“Revolute-Spherical-Spherical-Revolute™)
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1. Rotation of link AB is free to rotate about the verti-
cal axis in the clockwise and anticlockwise directions.
This makes steering easy. Therefore X is not marked in
column 2 of Table 1 as motion is not restricted.

2. Vertical movement of knuckle link AB is possible.
Since joint A and joint B is spherical joints. Therefore X
is not marked in column 3 of Table 1 for not restricted
motion.

3. Since the joint O1 and joint O2 are revolute joints,
motion in Y direction of upper arm O1-A and motion of
lower arm O2-B is restricted. Therefore X is not marked
in column 4 of Table 1 for restricted motion.

4. Upper arm O1A and lower arm O2-B are moved by
motion getting from link AB. Therefore X is not marked
in column 5 of Table 1 as motion is not restricted [15].

Figure 4 — RRSS (“Revolute-Revolute-Spherical-Spherical )

1. Rotation of link AB is not free to rotate about the
vertical axis in the clockwise and anticlockwise direc-
tions. This makes steering difficult. Therefore X is
marked in column 2 of Table 1 as motion is restricted.

2. Vertical movement of knuckle link AB is not possi-
ble. Since joint A is revolute joint and joint B is spheri-
cal. Therefore X is marked in column 3 of Table 1 for
restricted motion.

3. Since the joint Ol is revolute and joint O2 is spheri-
cal Joint, motion in the Y direction of upper arm O1-A is
restricted whereas the motion of lower arm O2-B is per-
mitted. Therefore X is marked in column 4 of Table 1 for
permitted motion.

4. Upper arm O1A and lower arm O2B are moved by
motion getting from link AB. Therefore X is not marked
in column 5 of Table 1 as motion is not restricted.

References

Figure 5 — SRRS (“Spherical-Revolute-Revolute-Spherical”)

1. Rotation of link AB is not free to rotate about verti-
cal axis in clockwise and anticlockwise direction. This
makes steering difficult. Therefore X is marked in col-
umn 2 of Table 1 as motion is restricted.

2. Vertical movement of knuckle link AB is not possi-
ble. Since joint A and joint B is the revolute joint. There-
fore X is marked in column 3 of Table 1 for restricted
motion.

3. Since the joint Ol and joint O2 are spherical joints,
motion in the Y direction of upper arm O1-A and motion
of lower arm O2-B is permitted. Therefore X is marked in
column 4 of Table 1 for permitted motion.

4. Upper arm O1A and lower arm O2-B are moved by
motion getting from link AB. Therefore X is not marked
in column 5 of Table 1 as motion is not restricted.

4 Conclusions

The complete analysis of these 24 combinations of
mechanisms concluded that four types CSSR, RSSC,
RSSR, and CSSC are usually selected. From the safety
and maintenance point of view CSSR, RSSC and CSSC
are avoided due to axial movement of cylindrical joints.
Finally, the RSSR (“Revolute-Spherical-Spherical-
Revolute”) is considered to be the best for giving the
complete motion performed by the suspension.
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OnTumanbuuii BUOIp nepeaHbOl NiABickH aBTOMOOiISA
benxone I1. H.

JlakcmiHapalChbKHI TEXHOJOTIYHUH IHCTHTYT, YHiBepcuteT M. Harmyp, 440033, m. Harmyp, Innis

AHoTanist. Y cTaTTi po3risiIaeThes Mpoleaypa BUOOpy ONTHMAIBHOI reoMeTpii epeTHb0i MiABICKH aBTOMOOLIIS.
JocmimKyeTbess BIUIMB MIiABICKM HAa TEOMETpir0 KepMa 3 ypaxyBaHHAM pI3HUX KOMOIHAIi MIapHIpiB
YOTHPHOXOATKOBOTO MEXaHi3My MepeAHBOi MiABICKM. METOI0 MiABICKH € TOJIETHICHHS POOOTH HIMH 1 HaZaHHS
nepeadadyBaHOi NOBEAIHKU JJISl TOTO, 00O BOJii MaB KOHTPOJIb HaJ aBToMoO11eM. Haitbinpm yXkuBaHOIO MiABICKOIO
€ mojBiliHa mornepeunHa. EQekTHBHICTh reoMeTpii kepMa 3aJIeKUTh BiJ] BUKOHAHHS Pi3HUX ITapaMeTpiB KepyBaHHS,
TakUX SK KyT 34eIUICHHs, KyT KOHyca, KyT po3Baiy, Tomo. L[ reomerpis kepMa 3aJeXHTh BiJ HOJIOXKEHHS OCi
LIMTUIBKK SIK YSIBHOT JTiHIT, 110 MPOXOMUTH Kpi3k MTU(T. ['eoMeTpist pyap0BOTO KepyBaHHS € (YHKIIEIO MIBUIKOCTI
TPAHCHOPTHOTO 3aco0y, NOBXHWHHU JIAHKH Ta CTaHy JIOpir, TOMy BHOIp ONTHMAaIbHOTO BHOOpPY IIJABICKH Hamae
nepeBary KoM(opTy A7l KepYBaHHS Ta KOHTPOIIIO YMOB BUKOPHCTaHHS aBTOMOOLIIA.

KirouoBi ciioBa: migBicka, TeoMeTpist KepMa, TIepeIHsI MiABICKa, ONTUMYM, MEXaHi3M.
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Abstract. The paper is devoted to the analysis of the cavitation processes in the flow section of the low specific
speed centrifugal pump. A new conception of double-entry hermetic pump leads to the application of special shaped
inlet device, which is a part of an electrical motor rotating element. Four flow geometrical models of the axial inlet
device were taken into consideration. The first model, treated as referential and basic, has a cylindrical shape with
small diffuser and a cone in front on the impeller. Other three models consist of the motionless cone, which was part
of the housing, straight pipe, and diffuser section rotating analogously to the impeller and a spherical fairing. The re-
search was conducted using physical experiments and numerical simulations of the workflow in the ANSYS CFX
software environment. The analysis of the results shows that the pump with the basic model of the inlet device has
NPSH 3 % above the average values. The comparison between CFD and experiment of the cavitation curves shape
showed its similarity but determined by means of the physical experiment have higher values. Cavitation in the im-
peller starts earlier than in the axial inlet device. The zones of the cavitation in the axial inlet device are located after
the cone, at the beginning of the diffuser section and near the fairing at the outlet of the diffuser section. The cavita-
tion zone, which is located after the cone, is separated from the walls of the axial inlet device. The value of the NPSH
3 % increases, when the diameter of the axial inlet device decreases, as the result of the raise of head loses in the inlet
structure.

Keywords: inlet chamber, inlet nozzle, intake section, suction casing, cone, diffuser, CFD, NPSH, cavitation

performance.

1 Introduction

Cavitation is a negative phenomenon that can occur in
a pump. Its appearance in the preliminary phase leads to
the increasing of the pulsation of a pressure, as well as
the raise of the vibration and noise. Further development
of the cavitation reduces the head and the efficiency of
the pump. A consequence of the long cavitation process,
the destruction of the impeller material could be ob-
served. Therefore, scientists and engineers are devoting a
lot of attention to the study and understanding of the cavi-
tation phenomenon and ways to reduce the likelihood of
its occurrence in rotating machinery.

As it is known, the greatest influence on the appear-
ance of cavitation has the pressure at the impeller inlet
and the temperature of the water. Moreover, the structure
of the flow at the impeller inlet has also significant im-
pact on the cavitation performances of the pump. It is

determined by the shape and geometrical parameters of
the inlet device, the inlet part of the impeller, the leading
edges of the blades, the design of an inducer (if it is) and,
of course, of the rotating speed.

2 Literature Review

The most popular method for eliminating cavitation in
the impeller is the addition of the inducer [1]. However,
in this case, cavitation may occur on the inducer blades.
To weaken the cavitation processes Jiang et. al [2] pro-
posed additional flow jets in front of the inducer. Tkach
[3] demonstrated the benefits of using a stator sleeve with
ribs around the inducer to reduce the cavitation erosion.

Si et. al [4] presented a method for improving the cavi-
tation performances of the centrifugal pump by introduc-
ing a jet flow into the pump inlet device. However, the
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cavitation performances of the pump deteriorated with the
increase of the flow rate.

Tan et. al [5, 6] discovered, that the cavitation perfor-
mances deteriorate when the pump is regulated by
prewhirl of the flow by inlet guide vanes in front of the
impeller. At the same time, there was a slight increase in
pressure and efficiency. Skerlavaj et. al [7] discovered a
decrease in the cavitation area on the suction side of the
blades when the fluid is swirled in the symmetric inlet
casing. However, Nagahara et. al [8] discovered that a
large swirling of the flow in the inlet device of the verti-
cal pump led to the formation of a cavitation vortex.

According to the results of the experiment conducted
by Sikora et. al [9] the process of the appearance of the
cavitation bubbles in a direct inlet pipe was accompanied
by a decrease in volume flow. Cucha et. al [10] presented
a comparison of the results of a numerical and an experi-
mental study of cavitation in the nozzle. The cavitation
zone occurs immediately after a sudden entry into the
nozzle and is stretched under the walls.

Hergt et. al [11] found that the diffuser before the im-
peller reduces the length of the recirculation zone and
reduces the risk of the cavitation. In turn, Gulich [12]
noted the efficiency of using the diaphragm to reduce the
cavitation. Limbach [13] analyzed the pump with the
diffuser but did not describe its effect on the cavitation
phenomena and performances. Moloshnyi et. al [14] ana-
lyzed the cavitation processes in a pump with the similar
shape of inlet device and found the cavitation zone in the
diffuser. Using the sudden expansion at the outlet of the
diffuser decreases their area.

The literature review shows that the influence of the
change in the cross-sectional area of the inlet device and
the rotation of its walls on cavitation processes in the
pump are not sufficiently described.

To determine the influence of the diameter of the pas-
sage channel in the axial inlet device (AID) with rotating
walls on the cavitation performances of the pump and the
structure of the cavitation zones in the AID and impeller.

3 Research Methodology

3.1 Object of a study

The object of the study is a low specific speed close
coupled centrifugal pump, which corresponds to half of
double entry pump. Nominal flow rate Q,,, = 16 m’/h,
head H =10 m, rotational speed n = 1450 rpm, specific
speed n, = n-Q"*/H"” =17.5 rpm. Impeller eye diameter
Dy = 63 mm, impeller outer diameter D, = 192 mm, the
number of impeller blades z = 7.

Four structures of the AID were dedicated for consid-
eration and research. The construction of AID 0 was a
cylindrical shape with a slight diffuser and a cone in front
of the impeller (Fig. 1). The AIDs 1,2,3 were designed as
an inlet device of the double entry pump. The fluid flows
into the cavity of the pump shaft, which additionally is a
part of the inlet device. The AIDs 1, 2, and 3 have a mo-
tionless cone at the inlet which is part of the housing,

straight and diffuser sections, which are rotating with the
rotational speed of the pump shaft, and also a spherical
fairing. The diameter of the cylindrical section (d) for
AlIDs 1, 2, 3 was respectively 44 mm, 40 mm, and
36 mm. The diameter of the inlet pipe (D,,) was 65 mm.
The total length of all AID (L) was 260 mm and the rotat-
ing AIDs section length (/,,,) was 207 mm. The length of
the cone (/.,) and the diffuser section of the AIDs ()
was 33 mm and 51 mm, respectively. The inner diameter
of the outlet from the AIDs (d,,) was 20 mm. Overall
dimensions of analyzed AIDs were limited by the dimen-
sions of the pump housing. The maximum diffuser angle
(9) for organizing the uniform flow out of the diffuser
was calculated by the formula given in [12]:

9=16,5[d/(214)]"° =16.5-[44/(2-51)]"° =10.8°.

Diffuser angle of the AID 1 was assumed as 10.5°,
which is permissible, but for other investigated AIDs, it
exceeded this value.
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Figure 1 — Scheme of the AID models

3.2 Physical experiment

The physical experiment, to determine the cavitation
performances of the pump with different AID structures,
was conducted on a special prepared test rig (Fig. 2).

Figure 2 — Principal scheme of the experimental stand:

1 —researched pump; 2 — housing of the AID; 3 — electric
motor; 4 — frequency converter with integrated powermeter;
5 —tank; 6, 7 — valves; 8 — electromagnetic flowmeter;

9 — vacuum pump; 10 — thermometer; 11 — pressure gauge;
12 — electronic pressure-and-vacuum gauge; 13 — electronic
differential pressure gauge; 14 — mounting frame of the stand

Analysed pump reproduces half of the flow part of the
double entry pump (Fig. 3 a). The AID, the impeller and
the spiral with guide vanes of the researched pump were
made from plastic using 3D-printing method (Fig. 3 b).
As the material for printing PETG (Polyethylene Tereph-
thalate Glycol) was used. The test was conducted accord-
ing to ISO 9906:2012(E) Rotodynamic pumps — Hydrau-
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lic performance acceptance tests. Accuracy classes of
applied measuring devices were: the electronic pressure
and vacuum gauge and electronic differential pressure
gauge — 0.5, powermeter — 0.5 and electromagnetic
flowmeter — 0.5. The pumping fluid during the test was
pure water at temperature 25 °C. The physical experiment
was carried out for the AIDs 0, 1, and 2. During the test,
the decrease of the pressure at the inlet was made by
means of the vacuum pump.

3.3 Numerical simulation

The model of a fluid computational domain of the re-
searched pump was constructed at the beginning
(Fig. 3 a). It contains the suction and discharge pipes, the
AID, the impeller and the spiral with guide vanes. Sim-
plification of the flow domain was made by assuming
that there are no sinuses in the pump, to reduce the com-
plexity of the grid and increase the speed of the calcula-
tion. According to comparative calculations, such as-
sumptions influenced no the results of the final calcula-
tion within 1 %. Numerical simulation of the flow were
carried out for 4 models of the AID.

Figure 3 — Investigated model: a — solid model of flow parts
of the pump: 1 — axial inlet device (AID); 2 — impeller;
3 — the spiral with guide vanes; 4 — suction pipe; 5 — discharge
pipe; b — the plastic rotating part of the AID 2; ¢ — the mesh
of the diffuser section with fairing of the AID 2

The numerical simulation of fluid flow in the compo-
nents of the pump was conducted using the ANSYS CFX
software. The Rayleigh—Plesset equation, the standard k—
¢ turbulence model and the Reynolds equation was used.
Boundary conditions were: the total pressure at the pump
inlet and the mass flow rate at the pump outlet. Working
fluids were water and water—vapor at temperature 25 °C.
The saturated steam pressure was set as 3167 Pa. The
surface roughness of the printed elements was assumes as
25 pm. The numerical calculation was carried out at (0.7,
1.0, 1.3)- Qpom-

An unstructured mesh was generated using software
ICEM-CFD (Fig. 3 c). Elements size was selected via
mesh independence research. Layers of prismatic ele-
ments were created near solid walls in the boundary lay-
er. The total number of nodes of the pump model was
3.3 min. The inlet device, the impeller and the spiral con-
tain 0.5 mln, 1 mln and 1.25 mln nodes, respectively.

4 Results and Discussion

The cavitation performances of the pump for (0.7, 1.0,
1.3)- Q..o are determined (Fig. 4). The value of the Net
Positive Suction Head (NPSH) is determined by the drop
of the head value by 3 % (NPSH 3 %). The basic AID has
the lowest cavitation performances. According to the
results of the numerical experiment NPSH 3 % is 0.3 m at
Qom- The maximum NPSH3% was achieved for the
AID 3 — 1.2 m at Q,,,,. The value of the NPSH 3 % in-
creases, when the diameter of the AID decreases. This is
caused by an increase of the losses in the AID and the
change in the structure of flow at the impeller eye.

A sharp drop of the pump head in course of the raise of
the intensification of the cavitation phenomena is charac-
teristic of the pumps with a low value of the specific
speed. The smallest area of the passage channel relative
to other places of the impeller is located between leading
edges of neighboring blades. In the process of the devel-
oping cavitation, the vapor quickly occupies the passage
between blades and leads to a breakdown of the working
process of the pump. The increase of the flow rate leads
to the raise of NPSH 3 %, which is typical for the low
specific speed pumps.

The value of the NPSH 3 % received during the physi-
cal experiment has higher values that the values obtained
by the numerical simulation. NPSH 3 % for AIDs 0, 1, 2
at Q,,m» were 0.7 m, 0.95 m, and 1.4 m. However, the
shape of curves constructed using the results of a physical
experiment and a numerical simulation are similar. Some
deviations between the quantity character in obtained
results (numerical simulation and experimental test) are
widespread in [5, 13]. Possible causes are different
roughness of the walls in the numerical model and the
real elements, due to features of printing technology. The
surface has a micro groove in the plane perpendicular to
the rotation axis, which is not taken into account in the
numerical model. Additional, the numerical model was
the simplification of the real pump and the volumetric
losses was not simulated, which can be bigger than nor-
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mal in case of non—symmetrical clearance in the seals.
That is why the results can be considered as accepted.

An important criterion for evaluating the occurrence of
cavitation in the pumps with geometrically non-similar
inlet device is the suction specific speed n,,. It is defined

as [12]:
\’ Qnom/fq

=n—r

NPSH'*”

§5

where f; is the number of the impeller eyes per impel-
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Figure 4 — Comparison of the cavitation performances curves:
a — head—drop curves at Q,,; b —NPSH 3 % curves
at (0.7; 1.0; 1.3)- Qpom

The calculated value of the suction specific speed at
Q,om for AIDs 0,1,2,3 is respectively 231, 160, 118, and
85. Typical values for centrifugal pumps with a standard
impeller and an axial or semi—spiral inlet device are in the
range of 160-220 [12]. That is, the AID 0 has better per-
formance than standard pumps, AID 1 has a permissible
value and AIDs 2, 3 have understated. However, it should
be noted that the baseline for comparison is taken for
pumps with a higher specific speed than the considered
pump.

The AID 2 has a good head, energy, cavitation per-
formances and also has the most optimal dimensions in
terms of design features. More could be found in [15].
For further analysis, the AID 2 was adopted.

The first occurrence of the cavitation was observed in
the impeller at the suction side of the blades (near the

leading edge) (Fig. 5 a). It is caused due to the flowing
around the blades and the deviation of the direction of the
flow. That means, the blade angle is too large and real
Q.om at bigger value is approximately 17 m’/h. This is
confirmed by Limbach [13]. These zones are larger in the
AID 0 than in the AID 2 for NPSH = 3.76 m at Q,,,.
However, their size does not affect the change in the
pump head.

C

Figure 5 — The cavitation structure in the impeller at Q,,,,,:
a—AID 2 NPSH=1.71 m; b— AID O NPSH 3 % =0.31 m;
c¢—AID2NPSH3 % =0.77m
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The size of the cavitation zones and the content of wa-
ter vapor increase, with the decreasing of the NPSH val-
ue. There is the uniform “growth” of the cavitation zone
on the blades surface for the AID O (Fig. 5 b). There is a
significant zone of the cavitation on the suction side of
the blades, which occupies and overlaps about 2/3 area of
the passage between leading edges of neighboring blades
at the NPSH 3 % for the AID 0.

Vapour.Volume Fraction

a ‘ . b

c d

Figure 6 — The vapour volume fraction distribution in the impel-
ler cross section at a distance of 3/4 width of the blade from the
front shroud at the leading edges at Q,,,,:
a—AIDONPSH3 % =0.31m;b—AID 1 NPSH3 % =0.51 m;
¢c—AID2NPSH3 % =0.77Tm;d—-AID3NPSH3 % =1.19 m

Figure 7 — The pressure distribution in the impeller cross
section at a distance of 3/4 width of the blade from the front
shroud at the leading edges at Q,,,,, for the AID 2: a —0.7-Quom
NPSH3 % =0.38m; b— Q,,, NPSH 3 % = 0.77 m;
c—13:0,,, NPSH3 % =131 m

In the cases, for AIDs 1, 2, 3, there are larger cavita-
tion zones in the impeller eye at the NPSH 3 % than in
the AID 0, which differs significantly in shape. They are
located near the suction side of the blades and close to the
front shroud (Fig. 5 ¢). Mentioned zones overlap 1/2 area
of the passage between leading edges of neighboring
blades. This was caused by the union of the cavitation
zone of the diffuser with the cavitation zone in the impel-
ler and the change in the direction of the absolute velocity
at the impeller inlet. The reduction of the diameter of the
AID causes the displacement of the cavitation zone in the
impeller to the front shroud.

The vapour distribution in the impeller cross section at
a distance of 3/4 width of the blade from the front shroud
at the leading edges demonstrates a decrease in the cavi-
tation zone (Fig. 6), but really the cavitation zone just
shifts to the front shroud. This confirms the above pre-
sented conclusions regarding the change in the cavitation
zone (Fig. 5b, c).

The distribution of the absolute pressure in the impel-
ler at (0.7, 1.0, 1.3)- O, is qualitatively similar (Fig. 7).
However, larger areas of low pressure at the suction side
of the blades near the leading edges are observed for a
smaller value of the flow rate. This causes an increase in
cavitation zones.
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Figure 8 — The vapour volume fraction distribution in a longitu-
dinal section of the AID at Q,,,,,.:
a—AIDONPSH3 % =031 m;b—AID 1 NPSH 3 % =0.51 m;
c—AID2NPSH3 % =0.77m;d— AID3 NPSH3 % =1.19m
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Cavitation in the AID 0 does not occur under the con-
sidered conditions (Fig. 8). There is an increase in the
area of the cavitation zones in the diffuser section of the
AID, when the diameter is reduced and the diffuser angle
is simultaneously increased, which is a consequence of
the strengthening of the detachment process. It should be
noted, that cavitation in the impeller begins earlier than in
the AID. At the same time, the value of the required
NPSH (NPSHR = 1.3-NPSH 3 %) coincides with the first
occurrence of cavitation in the AID and rather large cavi-
tation zones in the impeller. That is, first of all, the de-
struction of the material through cavitation will be in the
impeller. It should be noted, that there are significantly
smaller zones of cavitation in the diffuser of the AID 3
compared_AIDs 0, 1, 2, but there is an essential decrease
in pressure.

Places of appears and structure of the cavitation zones
are illustrated by the example of the AID 2 (Fig. 9). Cavi-
tation almost simultaneously appears in two zones
(Fig. 9 a). The first zone is after cone at the beginning of
the straight section. The second zone is at the beginning
of the diffuser section of the AID. The cavitation zones
are similar in the AIDs 1, 2, and 3. These zones are rapid-
ly increasing by area with decreasing NPSH value
(Fig. 9b). In addition, cavitation appears in the third
zone, located near the fairing at the outlet of the diffuser
section. The cavitation zone increases and overlaps big-
ger area at the impeller eye, which leads to the decrease
of the flow diameter of the AID.

< Q.'\ Q°
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Figure 9 — The cavitation structure in the AID 2 at Q.
a—NPSH=0.79 m;b—NPSH3 % =0.77m

In general, Cucha et.al [10] described a similar process
of cavitation occurrence like in the first zone. However,
rotation of the walls causes its “blurring” and stretching
of the vapor along the AID (Fig. 8, 9, 10), which is likely
caused by the presence of a circular component of abso-
lute velocity near the inner surface of the AID. “Blurring”
is more prominent, with a larger diameter and, respective-
ly, a larger circular component of the absolute velocity.
Its intensity decreases, when decreasing the flow rate,
which could be explained by the reduction in the axial
component of the absolute velocity. This phenomenon is
described in more detail at the publication [14].

The decrease of the flow rate causes the increase in the
area of the cavitation zones in the AIDs 1,2,3 due to the
increase of the absolute pressure in the outlet of diffuser
and vice versa (Fig. 10).

Vapour.Volume Fraction

Vapour.Volume Fraction

b

Figure 10 — The vapour volume fraction distribution
in a longitudinal section of the AID 2:
a—0.7-Q,pm NPSH 3 % =0.38 m;
b—-1.3-Qupm NPSH3 % =131 m

The pictures of the absolute pressure distribution in the
AlIDs show the zones of the reduced pressure (Fig. 11),
which correspond to the zones of the cavitation emer-
gence. The first zone is after cone, the second zone is at
the beginning of diffuser section, the third one is located
near the fairing at the outlet of the diffuser section. These
are the zones of the velocity increasing (due to the change
in the cross—sectional area of the passage channel) and
changes of the fluid flow direction. There is no zone with
pressure below saturated vapor pressure in the AID 0.
The absolute pressure distribution is similar for the
AlIDs 1, 2, and 3.
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Figure 11 — The pressure distribution in a longitudinal section
of AID at Q,,,,,: a— AID O NPSH 3 % = 0.31 m;
b—AID 2 NPSH 3 % =0.77T m
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A possible way of eliminating the first and the second
zones of absolute pressure reduction is to use a curviline-
ar wall profile of the cone and diffuser. They have to
ensure a smooth change in the diameter of the passage
channel and, as a consequence, smooth flow around the
walls. To remove the third zone, it is necessary to change
the shape of the fairing, giving it a more conical shape.

5 Conclusion

The analysis of the presented results of the numerical
simulations of the working process in the centrifugal
pump and the physical experiments under the condition
of alteration of the geometric parameters (diameter and,
respectively, the angles of the cone and the diffuser) of
the AID with rotating walls make it possible to do the
following conclusions.

The curves of the cavitation characteristics of the ana-
lyzed pump have a similar shape, but determined by
means of the experiment have higher values compare to
CFD. This can be explained by different roughness (and
it structure) of walls in numerical model and experi-
mental and disregard volume losses.

The best cavitation performance has the pump with the
basic AID. According to the results of the numerical ex-
periment its equals NPSH 3 % = 0.3 m at Q,,,,- The value
of the NPSH 3 % increases with decreasing diameter of
the AID and proportional to the change of the flow rate.
The maximum value of the NPSH 3 % is 1.2 m for AID 3
at Qnom'

The calculated values of the suction specific speed at
Q,om for AID 0, 1, 2, and 3 are respectively 231, 160, 118,
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BnumB niaBiiHOro 06epTOBOr0 0CHOBOr0 MPUCTPOIO
Ha KaBiTauiiiHi NpouecH y BiAleHTPOBOMY Hacoci
Momnomuuii O. M.l, yne1 H.z, Corruk M. I.!

' Cymchknit nepxaBHuil yHiBepCHTET, By PuMcbkoro-Kopcukosa, 2, 40007, m. Cymu, Yipaina;
2 BpoIiaBchKHii yHIBEpPCHTET HAYKH 1 TexHikH, By1I. Beper Bummsuckero, 27, 50-370, M. Bpowras, [Tomsma

AHoTauisi. Po6oTa npucssiueHa aHanmizy KaBiTalllHHUX MPOLECIB y MPOTOYHIM YacTHHI BiALEHTPOBOTO HAacoca.
HoBa koHIenis JBONOTIYHOTO TEPMETHYHOTO HAacoca MOTpedye 3aCTOCYBaHHS CIELiaIbHOTO MiBIAHOTO MPUCTPOIO,
IO BXOJWTH JO CKJIaay OOEpTArouMx eNeMEeHTIB eNeKTpoABUryHa. I[IpoaHamizoBaHO YOTHPH MOZENI OCHOBOTO
migBiqHOTO TpHCTporo. [lepria € 6a30BO i Mae IIIIHAPUYHY GOPMY 3 HE3HAYHOKO TU(PY30PHICTIO Ta KOHYCOM
nepe; poOOYNM KoyiecoM. IHII TpU MalOTh HEPYXOMUIT KOHYC, SIKUH € YaCTHHOIO KOPITYCY, a TaKOX MPSIMONIHIHHY 1
Iu(y30pHY OUITHKH, IO 00EePTAIOThCA 3 YaCTOTOK OOEpTaHHS Baja HAcoca, a TAKOXK OOTIYHHK ChepuuHOi (GOpPMH.
JocimKeH s TPOBEICHO 3a JOIOMOT0I0 (hi3HYHOTO EKCIIEPHMEHTY 1 YHCIIOBOTO MOJICTIOBAHHS. AHAIII3 pe3ynbTaTiB
MOKa3ye, 0 HAcOoC i3 0a30BUM MiABITHAM MPUCTPOEM Ma€ KaBiTALiIfHWI 3amac BHIIE CEPeIHbOCTATUCTUIHOTO IS
noxibuoi reomerpii. KapiramiliHi XapaKTepUCTHKM Hacoca, OTPHUMaHI YHCIOBHM MOJETIOBAHAM 1 IIUIIXOM
MIPOBeIEHHS (Di3UYHOTO EKCHEPHMEHTY, MalOTh IMOMiOHI ()OpPMH, IPOTE OCTAaHHI MAlOTh BHINI 3Ha4YeHHs. Kasiramis y
poGouoMy Kojeci IOYMHAETHCS paHille, HDK B OCHOBOMY MiaBimHOMY mpucTpoi. KaBitamifiHi 30HH B OCHOBOMY
MiABITHOMY MPHUCTPOI PO3TALIOBaHI MICHs 3BYKEHHS IMOMEPEYHOTO Tepepily — Ha MOYaTKy AUQY30pHOI AISTHKA 1
Oinst oOTiuHMKa Ha BUXOXi 3 mudysopa. KapirariifHa 30Ha, 0 3HAXOJUTHCS MICHS KOH(Y30pY, BiIPUBAETHCS Bif
CTIHOK OCBOBOTO MiABITHOTO MpUCTPOto. [IpK 3MeHIIeHHI liaMeTpa B OChOBOMY Mi/IBITHOMY IIPHUCTPOI Yepe3 BTpaTu
Haropy B HbOMY BiI0YBa€ThCs IiABUIICHHS 3HAYSHHsI KaBiTalliltHOTO 3amacy.

Kiwuosi cioBa: miaBing, BXigHuii matpybok, pobode kojeco, koH(py3op, mudysop, CFD, kapitamilinuii 3amac,
KaBiTalliliHa XapaKTepPUCTHKA.
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Abstract. In the paper, some approaches to dynamic modeling of heat transfer through external building construc-
tions are presented. The model of heat transfer dynamics through a wall was designed on the base of mathematical
describing of an energy balance for the elementary layer of a plane wall. The wall was considered as a continuum
with continuously distributed thermal resistance and capacity. Based on the designed analytical mathematical model,
a simulation model in MATLAB/Simulink environment was developed. These dynamic models of heat transfer
through the wall with real materials parameters and also through the window with real thermal parameters were simu-
lated and some simulation results are presented in the paper.
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1 Introduction

Heating, cooling, and lighting are the primary energy
consumers in buildings, but heating is predominant [1].
To improve energy efficiency and reduce energy con-
sumption, it is highly important to obtain patterns of en-
ergy use, climatic conditions, heat transfer characteristics,
and ventilation requirements.

Heating models can be installed on the basis of system
identification and statistical methods to assess the energy
consumption of buildings by combining existing data.
Since the interior of the building is not always meet the
requirements of comfort, the reaction of the building
should be corrected through the heating or air-
conditioning systems that act as controlled heat or cold
sources [2].

Due to a high number of insulating materials are wide-
ly used in new construction and modern building enve-
lope has more complicated internal and external struc-
tures [3], the problem of dynamic simulation of heat
transfer through external building constructions is the
urgent scientific problem.

Previously developed simplified models are able to de-
scribe existing building systems with the aim of predic-
tion for air-conditioning system optimal control [4].
However, these models need to be supplemented by de-
tailed physical models of heat transfer.

2 Literature Review

A number of research works are aimed at ensuring the
precise dynamic simulation of heat transfer through ex-
ternal building constructions. Particularly, the paper [5]
presents the analysis of energy demand in residential
buildings for different climates by means of dynamic
simulation.

The paper [6] presents a solution of the problem of
heat transfer through walls for energy independent build-
ing applications in the form of an optimized, thermally
controlled storage using phase change materials integrat-
ed to building walls.

Thermal dynamic modeling and simulation of a heat-
ing system for a multi-zone office building equipped with
demand controlled ventilation using MATLAB/Simulink
is presented in the paper [7].

Using the CFD methods for numerical simulation of
the heat and mass transfer processes is proposed in the
articles [8, 9].

Modeling of conduction transfer functions for typical
thermal bridges identified in BIM data is proposed in the
paper [10].

Comparison of steady-state and dynamic building en-
ergy simulation programs is discovered in the research
work [11].
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3 Research Methodology

3.1 Mathematical description of heat transfer
dynamics through a wall

For the design of the mathematical model of heat
transfer dynamics through the wall, we have considered a
single-layered plane wall, where the wall has been con-
sidered as a continuum with continuously distributed
thermal resistance and capacity. We have chosen elemen-
tary layer with following parameters, m (Figure 1):

dy — thickness of an elementary layer in a plane wall;
d; — thickness of the whole single-layered plane wall;
y — a distance of elementary layer from the heated sur-
face.

Dy D+dD D,

Figure 1 — Single-layered plane wall

Let’s others variable has been used for mathematical
description: @; — heat flow supplied into the heated wall
surface, W; @, — heat flow taken away from the cooled
wall surface, W; @ — heat flow inputs into unit surface of
layer dy, and heat flow (@ + d @) outputs from it, W.

Material parameters of a single-layered plane wall
which have been used for mathematical description:
¢ — specific heat capacity, J/(kg-K); p — volume weight,
kg/mS; A — heat conductivity of wall material, W/(m-K).

If a wall of the real building is considered, which con-
sists of several layers (Figure 2) with various parameters
of each material, the materials parameters and the tem-
peratures on both sides of such wall can be denote as
follows: 6,, — temperature of the heated wall surface, K;
6,, — temperature of the cooled wall surface, K; 6, —
temperature of elementary layer, K; d; — i-layer thickness,
m; A; — heat conductivity of i-layer material, W/(m-K).

The parameters of the multi-layered wall are calculat-
ed as follows: R;=d;/A; — thermal resistance of i-layer

with thickness d,, K-m2/W; d,= id» — thickness of
i=1
multi-layered wall, which consists from layers with
thickness d;, m; R = Z": R. — thermal resistance of multi-
i=1
layered wall, which consists from layers with thermal

resistance R;, K-m*/W ; U = 1/R — heat transfer coefficient,
W/(m*K).

According to [12] the heat energy does not originate
either does not dissolve in considering an elementary
layer of the wall. Then the difference of input heat and
output heat in the layer has to be equal to the time varia-
tion of the energy in a layer.

Let’s ¢ is a specific heat capacity and p is a volume
weight of the wall material, then:

q>—(®+dq>)=§(c-pﬂw'dy)’ M

where heat flow d@1is:

dd = = dy. @)
ds
°C
/ll ﬂz +22 L
43 +15)
+104
+50
2a +0
S
| As, 6, -10*

Figure 2 — Multi-layered plane wall

If specific heat capacity ¢ and volume weight p of the
used wall material are constant, then:

_o . 5.9 3)
oy ot

According to Fourier’s law, the heat flow is directly
proportional to the temperature gradient

s

® =1 % )
o

where A is the heat conductivity coefficient of the used
wall material.

These partial differential equations (3) and (4) with
relevant initial and border conditions completely describe
non-stationary one-dimensional heat flow. After expres-
sion of dependent variables by their values and incre-
ments and their conversion to non-dimensional form
[13, 14] we have got partial differential equations system
of heat transfer dynamics through a wall:

P o P (5)
dy A or
5 +d, 2 o, (©)
oy
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This system describes the dependence of non-
dimensional variables x, for heat flows @ and x4, for
temperatures 6,, but it still needs to be supplemented by
equations of heat transfer on both sides of the wall sur-
faces. In dimensionless form for the indoor surface area it
is valid:

.
Xo1 = Xo1 —Ki “Xgu :(xébZ _xavl)'hl — K X (7

where x 4 includes also external effects on the heat
flow transfer into the wall, x4, is the temperature of air
warming the wall, x, =h,-d, /A, and h; is heat transfer
coefficient between air and wall surface, W/(m*K).

Similarly, for the outdoor surface area it is valid:

Xgp = Xgp K, Xy = (xewz X ) hy + 16, - X, ®)

where x*d,z includes external conditions of the heat
flow transfer from the wall, x,, is the temperature of air

cooling the wall, x, = h,-d, /A, and h, is heat transfer coef-
ficient between the wall surface and air W/(mz-K).

Using Laplace transform and some substitutions (de-
tailed described in [15]) we have got equations:

X@z(p):Gl(P)'chl(p)_Gz(p)’Yawz(p); )

Xem(p):G3(P)'erl(l’)"'Gl(p)')?bwz(p)’ 10)

where:

1 (11)

Gl(p): C/’l\/;;
G,(p)=+/p-th{p; (12)

G- 42 a3z
p

Then using substitution solved in [15] and substitution
p = T,-s, we have got transfer functions:

GI(P): 24 _ 24 : (14)
24+12p+p>  24+12Ts+(T.s)’

4[6TSS+(TSS)2] . (15)
24 +12T, s +(T,5)*

4(6p+p2)
24+12p+p’

Gz(p):

120+20p + p> 120+ 20T,s + (T,s)” (16)
3(]7): 2 = 2]
524 +12p+ p?) 524 +12T,5+(T,5)*]

where T, =d zs- p-cll is constant, which is depended on
wall properties d,, and

A=d, R= dwz":R,. = dw‘i%. a7
i=1 i=1 7Y

Based on equations (7)—(10) block diagram of heat
transfer dynamics through a wall was designed and it is
shown in Figure 3.

Gy

Gy

Figure 3 — Block diagram of heat transfer dynamics
through a wall

3.2 Simulation model of heat transfer
dynamics

In Figure 4, there is presented dynamic simulation
model of heat transfer through a wall developed in
MATLAB/Simulink environment. This model was de-
signed on the base of the block diagram of heat transfer
dynamics through a wall (Figure 3) corresponding to
transfer functions (14)—(16) of partial differential equa-
tion system (9), (10).

According to (9) and (10), temperature 6,,; of the heat-
ed wall surface and heat flow @, taken away from cooled
wall surface is calculated from heat flow @, supplied into
the heated wall surface and from temperature 6,, of the
cooled wall surface. Heat flow @, supplied into the heat-
ed wall surface is calculated using equation (7) with two
inputs: temperature 6,, of air warming the wall and tem-
perature 6,,; of the heated wall surface. The temperature
of the cooled wall surface 6, is calculated using equation
(8) and it serves as input into main parts of the model.

The main part of the model is Transfer Fcnblocks
G, = Gy, = Gy, Gy, and Gj, which determine the dynam-
ics of the system. Another important part of the model is
hierarchical blocks named “standardize”, which serve for
calculation of main variables in the model.

4 Results

Using the model in Figure 4 we have simulated heat
transfer through the real wall and through the real win-
dow, to compare different materials of multi-layered wall,
thermal parameters, energy losses, etc.

Firstly, heat transfer through the real wall was simulat-
ed (Figure 5) with following real parameters, which have
corresponded to parameters measured on typical building
wall with thickness d,,=0.520 m, where the wall has
consisted of an internal plaster with thickness 0.015 m,
external plaster with thickness 0.015 m, internal isolation
layer 0.150 m, external isolation layer 0.050 m, and final-
ly brick layer thickness layer 0.290 m. The wall material
volume weight was p= 1400 kg/m®, and its specific heat
capacity ¢ =840J/(kg-K). Thermal conductivity A4,
W/(m-K), has been calculated as

Journal of Engineering Sciences, Volume 6, Issue 1 (2019), pp. E 33-E 38

E 35



__F:F—%B
T a2 LT_D Calsust T wz
T Wl Kelvint | o

standardize fi_1 T a2
T_oul fg—
——{T.w1 ¥ tota_1

b _total

standardize T_w1

simout
T_w2 »{ Tw2

slandaraize fi_2

x_teta 2 T_we

Kelvin2

standardize T_wz

T w2
T wi
e
==
@D
T wi

Celsius2

Figure4 — Dynamic simulation model of heat transfer through a wall

A= (18)

where R is thermal resistance obtained by formula (for
the case of the total number of layers n = 5):

5
di
=3 % (19)
i=1 4

Thermal conductivities of the individual wall layers,
W/(m-K): 4, =0.70, 4, =0.03, 43=0.52, 1,=0.04, and

So, thermal conductivity of the simulated multi-
layered wall is A = 0.15 W/(m-K).

Outdoor temperature 6, has been simulated as a sine
wave with period 86 400 s (i. e. 24 hours), and amplitude
5°C. The temperature of heating water 6,; has been
50 °C.

Next, heat transfer through the real wall was simulated
(Figure 6) with the following real parameters: thermal
resistance R = 1 K-m*W , d,,=0.030 m. Outdoor temper-
ature 6, has been simulated again as a sine wave with
period 86 400 s (i. e. 24 hours) and amplitude 5 °C. The

As =0.87. temperature of heating water 6,; has been 50 °C.
60 T T T
50 B
e Outdoor temperature T
40 - Temperature of heating wmurTM |
Temperature of the cooled wall surface T
wd
- ——— Temperature of the heated wall surfoce T_
3]
= 30+ -
i
5
m
i
E 20 = -
o
[
10 - -
D |- -
0 I I | | | | I |
0 1 2 3 4 5 6 7 8 9
4
Time (s) =10
Figure 5 — Simulation results of heat transfer through the real wall: temperature of the heated
wall surface 6,,; (T,,1), and temperature of the cooled wall surface 0, (T,,)
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Figure 6 — Simulation results of heat transfer through the real window: temperature of the heated
window surface 6,,; (T,,), and temperature of the cooled window surface 0, (T,)

5 Conclusions

To summarize, the described mathematical model of
heat transfer dynamics through a plane wall has led to the
system of partial differential equations which second-
order transfer functions were derived. Model parameters
of single-layered and multi-layered plain walls were also
described in the paper. Based on the designed analytical
model of heat transfer through a wall, a dynamic simula-
tion model in MATLAB/Simulink environment was de-
veloped. This model has been tested for different real
wall material parameters, for example, a brick wall, insu-
lated wall, etc. The tested model was also used for simu-
lation of heat transfer through the real window.

Comparison of simulation results in Figures 5, 6 shows
that the temperature of the heated wall surface is higher
than the temperature of the heated window surface. Con-
versely, the temperature of the cooled wall surface is
lower than the temperature of the cooled window surface.
It shows that heat losses through the window with worse
thermal properties are higher than through the wall with
better thermal properties. So, the achieved simulation
results have confirmed the right approach to model de-
sign.
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JluHaMiuyHe MO/Je/II0BAHHS TeI1000MiHy Yepe3 30BHillIHi OyaiBeJIbHI KOHCTPYKIIL

ITitens 51.', XO0BaHCHKUH C.z, ITaBnenko I.z, Misxkaxosa S1.!

! ®akynpTer BUpOGHMUKX TexHOOTH y M. [Ipemos, Texuiunuii ynisepcuter M. Komme,
ByJ1. baeposa, 1, 080 01, m. IIpemros, CrioBauunna;
2 DaKyIBTET TEXHIYHIX CHCTEM T4 CHEproe()eKTHBHIX TeXHOJOTiH, CYMCBKHIT IepkaBHIH YHIBEpCHTET,
ByI. Pumcekoro-Kopcakosa, 2, 40007, m. Cymu, Ykpaina

AHoTanisi. Y cCTaTTi TNpeAcTaBieHI TEOPEeTHYHHH 1 YHCIOBHHA MiAXOOW [0 TUHAMIYHOTO MOJCITIOBAHHS
TEII000MiHYy Yepe3 30BHIIIHI Oy IiBeNbHI KOHCTPYKIII. Y pe3yiabTaTi po3po0iIeHo MOieNb IMHAMIKH TelIonepeadi
4yepe3 CTiHy Ha OCHOBI MaTeMaTHYHOTO MOJENTIOBaHHS EHEePreTHYHOro OalaHCy eJeMEHTapHOro Iapy IUIOCKOL
ctinku. CTiHa po3riisiianack K CyLUIbHE Cepe/JOBHIIE 3 Oe3MepepBHO PO3NOIIICHUM TEIJIOBUM OIOPOM i €MHICTIO.
Ha ocHOBi po3po0JICHOTO aHANITHYHOTO MiAXOIY, IO peajli3ye 3amporoHOBaHy MaTeMAaTUYHy MOJENb, PO3POOICHO
imiTaniiiHny mMozens i3 3actocyBaHHAM cepenoBuimna MATLAB/Simulink. I[IpogemMoHCTpOBaHO AWHAMIYHY MOJENb
TEIUIOTIEpeAadl uepe3 CTiHy 3 MmapaMeTpaMi peallbHHX MarepialiB, a TaKOX Yepe3 BIKHO 3 PEaTbHUMH TETUIOBUMH
napaMeTpamu. Pe3yiabpraTi MoJeTIoBaHHS NMPEACTaBIeHi TpadivyHo.

Kir04oBi cjioBa: 1uHaMiyHe MOJEIIOBAHHS, MATEMAaTUYHA MOJEIb, TEIII0O0OMIH.
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Abstract. The article dials with studying of the gas-dispersed systems classification process in gravitation pneu-

moclassifiers of prismatic shape. The aim of the research is to determine operating parameters of the investigated
process. Recent research is based on the previously developed mathematical model of hydrodynamics for a gas-
dispersed flow in a vertical channel with variable cross-section. As a development of this study, a physical model
based on the process of kinetic removal from the mixture was used. This process is caused by the removal of fine par-
ticles from the weighed layer in the case of theirs low velocities in comparison with the average gas flow velocity.
This model also considers the inertial effect due to the kinetic energy of fine particles removed from the surface of
the weighted later. The first order linear nonhomogeneous partial differential equation describing the unsteady pro-
cess of changing the dispersed phase concentration in the gas-mechanical mixture by channel height was solved by
mathematical modeling using the combination of direct and inverse Laplace transforms. As a result, for the first time
the general solution was obtained for for non-trivial boundary and initial conditions. This fact allowed developing the
mathematical model of the nonstationary problem for the disperse phase concentration during the pneumoclassifica-
tion process of mechanical mixtures in pneumoclassifiers. The model allows determining the concentration of fine
fraction of the gas-dispersed mixture by channel height in operating volume of the device, as well as evaluating time
of the pneumoclassification process. Particularly, it was found that the dispersed phase concentration decreases by the
height of the apparatus with respect to time. This fact proves the possibility of effective separation of components in
gas-mechanical mixtures. Finally, the achieved results allow proposing the engineering technique for calculations of
vertial-type gravitation pneumoclassifiers.

Keywords: pneumoclassifier, weighted layer, fine particles, agglomeration, mathematical modeling, Laplace trans-

form, Heaviside step function.

1 Introduction

The increase of the efficiency of chemical, heat and
mass transfer processes for heterogeneous systems is
mainly achieved using powdering of solid materials with
a given granulometric composition. Therefore, in techno-
logical lines, pneumoclassifiers are installed to separate
the solid phase of gas-liquid mixtures into two fractions
with a predominant content of fine particles. If the dust
content is less than 15-20 %, pneumoclassifiers are effec-
tively used as separators for the decomposition of mix-
tures. When separating of binary mixtures with the equal
content of fine and coarse fractions, traditionall pneu-
moclassifiers ensure the purity of the resulting fractions
up to 70-75 %. Due to the existence of technologies requir-
ing clean separation products not less than 95 %, it is the

development of new designs of separation equipment is
needed realizing fundamentally different organization of
the pneumoclassification process and pneumatic enrich-
ment of gas-mechanical mixtures to obtain clean separa-
tion products. In this case, mathematical modeling of the
separation process in a gravitational pneumoclassifier is
an urgent problem, which is essential for the study of
chemical technology processes. The scientific novelty of
the research confirms the need to solve the insufficiently
solved problem of investigating the pneumatic classifica-
tion and enrichment processes for mechanical mixtures.
The practical significance of the achieved results is to
improve up-to-date scientifically based methods for cal-
culations of main technological parameters and related
characteristics of pneumoclassifiers.
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2 Literature Review

The first ways for improvement of pneumoclassifiers
were proposed in the research works [1, 2]. As a result,
modifications of classifier designs with mobile inclined
grid were proposed for increasing of the operating pro-
cess efficiency.

The investigation of the classification process for pol-
ydisperse materials in the gravitational air classifier was
considered within the previous research [3]. As a result,
the problem of the separation efficiency was solved for
polydisperse materials, as well as methods for increasing
the separation quality are proposed. Additionally, the
results of experimental research and computer simulation
were obtained and analyzed. Based on the achieved data,
the possibility of increasing gas flow influence to poly-
dispersed materials were found.

The effect of particle concentration on fluctuating ve-
locity of the disperse phase for turbulent pipe flow was
investigated in the paper [4]. As a result, experimental
investigations of the fluctuation velocity distributions of
solid particles were presented for the gas turbulent pipe
flow. An influence of the particle concentration on the
increasing of axial fluctuation velocity in the pipe wall
region was observed.

In the paper [5], a concentrated suspension flow of sol-
id spherical particles was modelled using numerical ex-
periment. As a result, the self-diffusion coefficient was
obtained. It was shown that spheres at volume fraction
about 13 % form a percolation cluster. Finally, the de-
pendence of the self-diffusion coefficient on volume frac-
tion of particles was investigated.

The research papers [6—9] dials with the process of ag-
glomeration as a common phenomenon in separation and
pneumiclassification processes. As a result of using the
Rumpf model [6] and related numerical simulations, it is
proved that the mechanical properties of agglomerates
depend on their structures. It was proved that the acoustic
agglomeration technology can be applied for removal of
fine particles [7]. Comparison of agglomeration behavior
of fine particles in during mixing is presented in the paper
[8]. Finally, ways for experimental evaluation of chemi-
cal agglomeration of fine particles in gas-mechanical
mixtures are presented in the research work [9].

3 Research Methodology

Previously obtained equations [3] allows determining
the velocity field of the two-phase flow, as well as evalu-
ating changes of particles velocities of mixed material by
the width and height of pneumoclassifier’s housing de-
pending on the gas flow action.

It should be noted that the action of friction forces on
the particles, flow compression and bending forces be-
tween particles significantly impact on the redistribution
of particle velocity in the separated flow. At the same
time, the gas flow rate decreases due to the additional
hydraulic resistance as a result of aggregation of the bulk
material in agglomerates.

Due to abovementioned, the process of fine fracture
concentration changing in a pneumoclassifier of the pris-
matic form with veriable cross-sections is considered
with respect to time and spatial position of particles
(Figure 1).

Figure 1 — Design scheme of the pneumoclassifier:
1 — separation zone; 2 — housing; 3 — accelerating zone;
4 —loading hopper; 5 — discharge pipe for a coarse fraction;
6 — discharge pipe for a fine fraction

In the case of unchangeable physical parameters in a
transverse direction (6/0x = 0) and relatively insufficient
transverse velocity component (|dx/dfl << |v(y)|), the
equation describing the operating process takes the fol-
lowing form [10]:

acp(y,t)_ (y)ﬁcp(y,t)
ot oy

+ky[c*—cp(y,t)], ey

where t — time, s; x, y — transverse and vertical coordi-
nates, m; v — vertical component of flow velocity, m/s;
¢, — concentration of fine particle in a flow, kg/kg;
¢+ — equilibrium concentration of fine fraction in a
weighted mode, kg/kg; k, — removal ratio determining
experimentally, s .

Abovementioned simplifications are argued due to the
fact, that the width of the pneumoclassifier is much less
than its height. Additionally, the velocity of solid parti-
cles in the horizontal direction (from the x axis of the
apparatus to the walls) significantly decreases due to the
inhibitory effect. Therefore, the gas flow in the transverse
direction does not significantly impact on the separation
of particles by their size.

The equation (1) defines the removal of fine particles
from the weighed layer in the case of theirs low velocities
in comparison with the average gas flow velocity. In the
case of the relatively constant velocity v, this equation
has the precise analytical solution, which can be obtained
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using the Laplace transform [11] with respect to time .
The corresponding originals and their mappings can be
given in the following forms:

C

Lie,(y,0N=C, (y,s); Llc.) ==,

( ) § )
an v, t
4001,

where Y, s — new parameters of the vertical coordinate
y and time ¢ respectively; C, — reflecting function for the
fine fraction concentration; c,o(y) — distribution function
of the initial concentration.

After applying transformations (2), the equation (1)
takes the following form:

oC vy,
st(y, s)—cpo(y):vpa(ys)—i-ky[af—cp(y,s)}. 3
ly s

Identical transformations allow obtaining the follow-
ing first-order heterogeneous ordinary differential equa-
tion with respect to the vertical coordinate y:

_ k. c
c’,+s"c)=1{ , _N}. (4)
) ) P

Previous research of the two-phase flow indicates the
fact, that the trajectories of fine particles are aligned by
the channel height. Consequently, the gas flow does not
significantly affect the shearing of particles to the wall. In
this case, considering v = const, ¢,y = const, the differen-
tial equation (4) has the following general solution:

c - ! [Cpo_kc*]JrA_exp(_s—ij, )

Pos—k K v

where A — the integration constant determined from the
boundary condition:

cp(O,t):cZ', 6)

which can be rewritten after the direct Laplace transform
in the following form:
C.(05)= ] (0.0)]=* ™
,0,5)=Llc,(0,7)]= o

The last two formulas contain the initial concentration
¢, of the disperse phase.

The substitution of the boundary condition (7) into the
formula (5) allows obtaining the following expression for
the integration constant:

A:C—p— ! (cpo—mj. (8)

s s—k K

Hence, the general solution (5) takes the following
form:

e stk . C,—Cs sk,
C]) =X e vV + i + 2o l-e v . (9)
s s s—k

Using the inverse Laplace transform to elements of the
obtained expression:

cn sk _k, y
L Ze v =ce VHI -
s v

where H(f) — Heaviside step function, allows finally
obtaining the expression for the distribution function of
the disperse phase concentration:

k y
¢,(n)=c.+lcy —c e H [t—yL
(an

+(c0—c*)e’{1—H(z—iH. V

4 Results and Discussion

A general solution of the nonstationary problem of the
disperse phase concentration during the pneumoclassifi-
cation process of mechanical mixtures can be obtained
ubder the condition cpi” = Cpot

C,)(y,l‘)zc* +(Cp0 —c*){exp(—k yjH(t_y)+
Y v) 12

vl 2]

It should be noted that this solution approaches the fol-
lowing curve asymptotically with respect to time:

O o[ ) 09

This equation describes the equilibrium state as a re-
sult of the solution of stationary problem of fine particles
concentration.

Introducing the dimensionless coordinates

k vt
n=-2. =2 (14)
v y
and criteria
¢ Co _ € po
Ep:ip;a: 3C e = L (15)
0 €0 €0
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allows rewriting the dependencies (12) and (13) in the
following universal forms:

Ep(n,‘r):a+(1—a){e"’ H(r—1)+

(16)
+e [I-H(z-1)] |;

¢,.(nM)=a+(1-a)e” a7

presented graphically in Figures 2, 3.

- 08
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Figure 2 — The surface of changing the fine particles concentra-
tion in a weighed layer by the height of the apparatus and time
for different values of equilibrium concentration
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Figure 3 — Universal characteristics of changing the fine
particles concentration in a weighed layer by the height
of the apparatus for the equilibrium state
References

Figure 2 discovers the existence of the dimensionless
time 7o = 1 as a limit value, when the concentration de-
creases by the height. Consequently, due to the depend-
encies (14), the related time is determined by the follow-
ing formula:

=2 =2 (18)

5 Conclusions

Mathematical model of the pneumoclassification pro-
cess is developed. As a result, the nonstationary problem
of investigating the operating processes in gravitational
pneumoclassifiers is solved. The analytical dependence
for the fine particles concentration is obtained. As a par-
tial result of the solution of stationary problem, the ex-
pression for equilibrium concentration is determined.
Additionally, the critical time is discovered, when the
concentration decreases by the height, as well as the re-
lated expression for its calculation is obtained. Overall,
the possibility of effective separation of components in
gas-mechanical mixtures is proved.

The results of the abovementioned research allow pro-
posing the engineering technique for calculations of ver-
tial-type gravitation pneumoclassifiers.

The further research will be aimed at the implementa-
tion of the developed mathematical model in the process
of designing the module separation equipment.
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Po3B’si3aHHs HecTallioHapHOI 3a1a4i PO BU3HAYEHHsI KOHIEHTPAIil ANCIepCHOL

(¢a3u y npoueci nHeBMokIacudikanii MexaHiyHux cymimei

ITaBnenko I. B.l, Oxumenko M. H.l, JIntBuHEeHKO A. B. 1, Boriko 1.2

' Cymchknit neprxaBHuil yHiBepcHTET, Byl PiMcpkoro-Kopcakosa, 2, 40007, m. Cymu, Ykpaina;
2 Texuiunmii yaiBepcuteT M. Kommne, Byn. Jlitas, 1/9, 040 01, M. Kommne, CnoBaydnHa

AHoTauisi. Po6oTa mpucBsiueHa ZOCTiIKEHHIO mpolecy kiacudikamii ra30IUCIIEpCHIX CUCTEM Yy TpaBiTaIliitHUX
nmHeBMOKIacudikaropax mnpusMatudHoi Gopmu. Meroro poOOTH € BCTAaHOBJIEHHA pPOOOYMX MapameTpiB
JOCIIJDKYBAHOTO HPOLECCY, B OCHOBI SIKOTO € IONEpeIHb0 PO3podiieHa MaTeMaTHYHa MOJENb TiAPOANHAMIKH PyXy
ra30UCHEPCHOTO TOTOKY y BEPTHKAIGHOMY KaHali 3MIHHOIO mepepidy. SIK pO3BHTOK ILBOTO JOCIHiMIKEHHS,
3aCTOCOBaHO (Di3MYHY MOJIENb, 3aCHOBAHY Ha IMPOIECI KIHETHYHOTO BHHECCHHS CyMillli, 00YMOBJICHOTO BHHECCHHS
IpiOHUX YaCTHHOK B3B)XCHOTO IIAapy, IIBMAKICTh SKHUX MEHIIA 3a MIBHIKICTh Fa30BOT0 MOTOKY. LI MOJeNbs Takox
ypaxoBye iHepUilHUIA edeKT, 0OOYMOBICHHH KIHETHYHOIO €HEPTi€0 MHCIEpPCHOI (a3u, IO BUHOCUTHCS 3 MOBEPXHI
3BakeHOro miapy. LIIIsxoM MaTeMaTHYHOrO MOJECTIOBAHHS i3 3aCTOCYBAaHHSAM KOMOIHALii HpsAMOro i obepHEeHOTro
nepeTBopeHb Jlamaca po3B’s3aHo JiHiiHE HeoqHOpiHE qudepeHIliaTbHe PIBHIHHS NEPIIOro MOPSAKY y YaCTHHHUX
MOXITHUX, 10 OMKCY€E HECTAI[lOHAPHHI MPOIIeC 3MiHM KOHIICHTpAIli AucriepcHoi (a3u ra3oMexaHiuHOi CyMilln mo
BUCOTI KaHATy. Y pe3ynbTaTi JUil HEeTPHUBIAIbHUX TPAaHWYHUX i MOYATKOBHX yMOB BIIEpIIE€ OTPHMAHO 3aralbHHI
PO3B’A30K, IO TO3BOJIMIIO PO3POOHUTH MaTeMaTHYHY MOJIENIb HECTALlIOHAPHOI 3a/1a4i PO BU3HAUCHHS KOHICHTpAIIil
mucriepcHoi Qasu 'y mHeBMoknacudikaropax. Po3pobneHa MaremMaTndHa MOJENb IO3BOJISIE BCTAHOBHTH 3MiHY
KOHIIEHTpamii ApiOHOi (pakiii ra3oaucnepcHoi CyMiln Mo BHCOTI poOovYoro 06’eMy amapata, a TaKOX OIIHUTH Yac
nporecy mHeBMoknacugikamnii. 30kpemMa, BCTAHOBJIEHO, 10 KOHILEHTpAIlis AUCIIEPCHOI (a3H 3 4acOM 3MEHIIYETHCS
10 BHCOTI amapary, o CBIIYUTH PO MOXIIMBICTH €()EKTUBHOTO PO3JIIICHHS KOMIIOHEHTIB ra30MeXaHiqHOi CyMilli.
TakuM YMHOM, OTpPHUMaHI pe3yJIbTaTH HO3BOJISIOTH CTBOPUTH IH)XKEHEPHY METOAMKY PO3pPaxyHKY BEpPTHKaJbHUX
rpaBiTalifHUX MTHEBMOKIACH(}IKaTOPIB MPU3MAaTHYHOT POPMHU 31 3MiHHHM ITOTIEPEYHHUM TIEPEPi30OM.

KiwuoBi ciaoBa: mHeBMOKIacu(pikaTop, B3BaXEHWH map, ApiOHA ¢pakiis, arioMeparisi, MaTeMaTHYHE
MOJIEITIOBaHHS, TepeTBopeHHs Jlamraca, ¢pynkuis Xesicaiia.
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Abstract. The article deals with the actual problem of improving the vacuum cooling efficiency systems during
the biodiesel production by using vacuum devices account for the liquid-vapor ejector, which operates on the princi-
ple of jet thermal compression. The purpose of this study is the feasibility of using vacuum devices, that based on the
liquid-vapor ejector, and takes as a basis the principle of jet thermal compression in vacuum cooling systems of bio-
diesel production units. This article describes the basic scheme of the cooling system devices during the biodiesel
production, which includes a three-stage steam-jet ejector and the proposed scheme based on the liquid-vapor ejector.
A comparative analysis of the vacuum cooling systems during biodiesel production units was realized, where the
schemes were compared on the basis of existent three-stage steam-jet ejectors and a new single-stage vacuum unit
based on a liquid-vapor ejector. An exergy method of assessing the effectiveness of the proposed equipment was used
as a comparison, because in the working process there is a transformation of two energy types: electric for the pump
drive and heat for heating the working fluid of the active flow in the exchanger-heater. The intermediate pressure be-
tween the liquid-vapor ejector and the liquid-ring vacuum pump can help to achieve the highest characteristics of the

new technology on the optimization parameters.

Keywords: vacuum cooling system, liquid-vapor ejector, biodiesel production, exergy efficiency.

1 Introduction

At the present stage of industrial development of the
European Union and North America countries, renewable
energy sources are widely used, in particular, the re-
placement of traditional fossil carbon energy sources with
products of plant and natural origin. A price increasing on
oil and natural gas, poses a challenge to modern science
to find environmentally friendly fuel, which would be a
relatively cheap alternative to existing but would not
pollute the environment.

In particular, biodiesel belongs to this sort that lately is
becoming more widely used. Thus, in 2010, in the Euro-
pean Union countries for its production was about 6 % of
all fuel, and in 2020 this figure will increase to 20-25 %.

An integral part of the biodiesel production is the pro-
cess of purification of its raw materials from odorants,
which is carried out at a pressure below atmospheric
pressure. The world's leading manufacturers still use
multistage vacuum units based on steam-jet ejectors with
intermediate condensers, often in combination with lig-
uid-ring vacuum pumps, which are unproductive(only 2—
10 %).

Therefore, at this stage it is very important to use sig-
nificantly liquid-vapor ejectors (LVE), which are based
on the principle of jet thermal compression. These units
are much more efficient due to a better workflow and can
significantly simplify the design of the installation, as
there is usually a single-stage.

2 Literature Review

The working process of the liquid-vapor ejector, which
operates on the principle of jet thermal compression is
quite complex, but today a more reliable technique has
been obtained, which allows to determine its regime and
geometric parameters as close as possible to reality [1].

The authors have successfully conducted theoretical
and experimental studies and modeling the working pro-
cess of the liquid-vapor ejector in the ANSYS CFX soft-
ware package on different operating parameters of the
pumped passive flow and various structural designs with
the definition of achievable indicators of its efficiency
[2-4], which are significantly higher than in similar
steam.

Fo

CHEMICAL ENGINEERING: Processes in Machines and Devices


http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).f2

Also, the results of theoretical and experimental stud-
ies about the feasibility the using of the liquid-vapor ejec-
tor for other purposes, in particular, in the food, chemical
and engineering industries [5].

To assess the energy efficiency of a vacuum unit based
on the liquid-vapor ejector operation, the most correct
method is to use the exergy method of thermodynamic
analysis. Using this method makes it possible to uniquely
express and distribute heterogeneous energy flows in
thermomechanical systems.

Exergy evaluation of the perfection energomonitoring-
degree in the vacuum system study is based on modern
terminology and regulations that you laid in the works [6-8].

3 Research Methodology

3.1 The basic diagram of a vacuum cooling
system unit for biodiesel production

A traditional installation of biodiesel production by
“Korting” (Hanover, Germany) (Figure 1) is a multi-stage
vapor vacuum system, which consists of two boosters
(two large steam-jet ejectors, that are connected in se-
ries), the main mixing condenser, a small intermediate
ejector with a mixing condenser for pumping air, as well
as a water-ring vacuum pump of the final stage.

BC

CP2

Figure 1 — The basic scheme of a vacuum cooling system unit for biodiesel production: LRVP-liquid ring vacuum pump;
El, E2, E3 — ejectors; CD1, CD2, CD3 — condensers; CP1, CP2 — coolant pumps; CT — cooling tower; BC — barometric capacity

The productiveness of the basic unit is 220 kg/h of wa-
ter vapor 8 kg/h of air 5 kg/h of free fatty acids. Deodori-
zation technology involves the extraction of fatty acids
(odorants) by bubbling hot water vapor through a pro-
cessed fuel ball at a pressure of 2 kPa. Maintaining this
level of vacuum increases the volatility of odorants and
their vapors diffuse into water vapor bubbles.

The bubbling steam condensation and the pressure
maintenance at a certain level is ensured by the supply of
cooling water, which circulates in the cooling circuit
through the cooling tower.

The working pressure of the boiler steam, that is used
by the steam jet ejectors as the working jet of the active
flow is 9 bar, the cooling water temperature at the inlet is
33C.

The working steam condensate, that supplied to the
nozzle of the active flow in steam-jet ejectors is polluted
the components, which contained in the pumped flow
with the bubbling steam and doesn’t return to the unit.
For surface-type capacitors, which are used in this unit, it
is necessary to pump out the condensate, as the condensa-
tion pressure is less than atmospheric.

This type of vacuum systems combines the ad-
vantages, when steam-jet ejectors and water ring vacuum

pumps are working together. This means, that the bub-
bled steam is compressed only by steam-jet ejectors (so-
called boosters) to the first possible stage of condensa-
tion. And after the first stage, behind the main mixing
condenser, combinations of steam-jet ejectors and water
ring pumps are possible.

3.2 A vacuum cooling system’s scheme of
biodiesel production unit, that is based on
liquid-vapor ejector

The alternative circuit solution, which is proposed
(Figure 2), minimizes the consumption of boiler steam in
the vacuum system. Pumping of the vapor-gas mixture is
provided by a liquid-vapor ejector (LVE), operating as a
part of the vacuum unit.A condenser unit is provided for
the vapor phase condensation of the mixing flow after the
separator and return the working fluid to the circulation
circuit of the vacuum unit, including a condenser, a water
ring vacuum pump and a cooling system for circulating
water.

The use of a mechanical vacuum pump as a forvacuum
unit in this case is advisable from the standpoint of ensur-
ing higher energy efficiency of the vacuum system.
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Figure 2 — A vacuum cooling system’s scheme of biodiesel production unitbased on LVE: LVRP- liquid ring vacuum pump;
LVE - liquid-vapor ejector; H — heater; PC — circulation pump; S — separator; CD1, CD2—- condensers; CP1, CP2— coolant pump;
CT — cooling tower; BC — barometric capacity

3.3 An exergy analysis of new equipment
effectiveness use

An exergy analysis is executed with such step-by-step
procedures:

— choose limits of the system;

— make a formalized scheme of exergy transformations
in general and the system components;

— calculate the value of exergy flows crossing the sys-
tem boundaries or components;

— perform classification of exergy flows in the catego-
ries, such as: “fuel”, “product”, “destruction”, “loss”;

— determine the indicators (criteria) of the exergy anal-
ysis;

— determine the optimization directions of the system
as a whole or its individual components.

The scheme of exergy transformations, that occur in
the basic and alternative schemes, is shown in Figure 3.

According to this methodology, during comparing cir-
cuit solutions the main indicator is the exergy efficiency
value g,

gin :E])/EF’

where Ep — system exergy of the product stream; Er —
system exergy of the fuel stream.

A value difference Er and Ep gives a destruction value
Ep and exergy losses E; in the energy transformation
processes of the system, that is

ED+EL=EF—EP. )

It should be noted thatEpvalue characterizes the level
of dissipative losses due to internal irreversibility,
andE;is due to the presence of external heat exchange of
system components with the environment.

When we use this type of the exergy analysis does not
require an entropy analysis to calculate the total destruc-
tion and loss of exergy in the system, as follows from
equation (1).

Eh..\.,in_ Elm;__.uul
Eb“\:.iu__ Eh..s;oul E.\../A,in__ E\‘./I;oul
sfin| E\Jf,uul il’(_
2] ,(’I’ Ejv(‘l’
N, |
N LRVP | SVS N r| sps
|ED +EL 'ED +EL

Figure 3 — The scheme of exergy transformations
in the basic (a) and alternative (b) schemes

In determining Ep andEfor the vacuum systems under
consideration, some assumptions have been made to
make significant simplifications in the calculations,
namely:

— condensate flows that are removed from the system
to the environment after the condensation pumps, taking
into account their further non-use as energy sources, are
classified as exergy losses;

— a similar approach is adopted for the mixture flows
at the outlet from E3 ejector for the basic scheme and at
the outlet of the liquid separator according to an alterna-
tive scheme;

—the heat flux, which is transmitted to the environ-
ment after the cooling tower is also classified as exergy
losses;

— the change in the exergy of air leaks is neglected.

Taking into account the above assumptions for the
basic scheme, we have:

EP] = m&f. (es.fqaut _es4f.,in) ;

Ep = (mb.s. )e "Chsin +ZNCP +N.+N -

For the scheme with LVE:
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EP2 = ms.f. (e.r.f.,om‘ - e.r.f.,in ) ;

EFZ :(mb.x.)[-] .eb.s.,H +NPC +ZNCP +N,: +NLRVP’

where m,_, — mass flow rate of the secondary flow,

f.

kg/s; (mb ) ) — a total mass flow rate of boiler steam to
A

the base circuit ejectors, kg/s; (mh.& )H — a mass flow rate

of boiler steam through the circulation flow heater, kg/s;

€ > €s.oa — Shecific exergy of secondary flow under
the conditions of inlet and outlet in the vacuum system,
ki/kg;e, . . — specific exergy of boiler steam at the ejec-

tor inlet in the basic scheme, kl/kg; e, ,, — specific exer-
gy of boiler steam at the entrance to the heater circuit
based on the liquid-vapor ejector, kJ/kg; z N, — total
power consumption of coolant pumps, kW; N,. — power

consumption of circulating circuit pump, that is based on
the liquid-vapor ejector, kW; N, — a power consumption

of cooling tower fan, kW; N

RvE a power consumption

of liquid ring vacuum pump, kW.
After the exergy transformation of these values for the
basic scheme, we obtain:

ATy =T )~

=mg - T, P ’
P1 f _T ‘[Cp 'ln s.f..out _Rln s.fA,vutJ

env.
s.f.in s.f.in

EFI = (mb.s‘ )g ’ |:(hin - hour ) - Tenv. : (Sin - Sou[ )] + .
+Z NCP + NF + NLRVP

For the scheme, which is based on the liquid-vapor
ejector:

- Tv./.,m ) -

st T t R . oul ’
f —T g [Cp . ln s.f.ou _ R . 1n s.f.out ]
7;.f.,in Px.f.,in

cp : (I’v.f.,uul

eny

EFZ = (mll.r, )H .[(hin _hout)_ Tcnv, .(sin _Suut ):| + .
+NPC+ZNCP+NF +NLRVP

where €, — specific heat of passive flow at medium

s.f.in s.f.,out

temperature =~ ————=>—_  kJ/(kg-K); Ty i

temperature of the secondary flow at the inlet of the ejec-
tor of the 1st degree of the base circuit and the heat ex-
changer-heater circuit, which is based on LVE, K; T/ .
— secondary flow temperature at the condenser outlet
after the liquid ring vacuum pump, K; 7,,, — ambient
temperature, K; R — gas specific matter of secondary

flow, kJ/(kg-K); P,y i» — secondary flow pressure at the

ejector inlet, Pa; P, ., — secondary flow pressure at the
condenser outlet after the liquid-ring vacuum pump, Pa;
h;, — boiler steam enthalpy at the ejector inlet of the 1st
degree on the basic scheme and the heat exchanger-heater
of the scheme with LVE, kl/kg; h,, — boiler steam en-
thalpy at the ejector outlet of the 3rd degree on the basic
scheme and the heat exchanger-heater of the scheme with
LVE, kJ/kg; s;, — boiler steam entropy at the ejector inlet
of the 1st degree on the base circuit and the heat ex-
changer-heater circuit, that is based on LVE, kJ/(kg-K);
S.u: — boiler steam entropy at the ejector outlet of the 3rd
degree on the basic scheme and the heat exchanger-heater
of the scheme with LVE, kJ/(kg-K).

To assess the economic effect of the new technology
introduction, it is necessary to perform a thermos-
economical calculation, which is determined the cost of
fuel that is required for the basic and energy-saving
scheme.

For the basic fuel scheme is used superheated steam
boiler and electricity, which are needed to drive the cool-
ant pump, vacuum pump and cooling tower fan so the
total fuel cost is determined by the formula:

Chax = Cb.x.,lmx + Ce/e,ﬁax = cb.x. : (mb.x.)e ' Tp +
+C,e '(ZNCP +N, +NLRVP)'Tp
where ¢, cost of boiler superheated vapor,

UAH/(kW-h); 7, — calculation period of the unit opera-
tion, h; c., — electricity cost for Ukrainian industrial en-
terprises UAH/(kW-h).

For the energy-saving scheme a fuel cost is determined
as follows:

Crye = Cb.sA,LVE + Ce/e,LVE =G, '(mhAxA)H T, +

+Ce/e'(NPC+ZNCP+NF +NLRVP)'TP

The economic effect of a new vacuum cooling system
introduction in the biodiesel production unit is:

E=C,, —C,,.,UAH

LVE>

The specific price per unit of product (kg) for the basic
and alternative scheme is determined by the formulas:

i,UAH/kg»

pG.[mx =
s.f. Tp
C

Dé.pre =—"H%E— UAH [kg -
s.f. : z-p

4 Results and Discussion

Calculation results of regime and energy parameters
by comparative schemes are given in Table 1, exergy
indicators — in Table 2.
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Table 1 — Regime and energy parameters of the circuit solution
variants

Design scheme
Parameter basi with

asic LVE

Initial pressure in the vacuum
5 5

system, kPa
Pressure suction of vacuum 40 40
pump, kPa
Boiler vapor pressure, kPa 900 900
Boiler vapor temperature, °C 180 180
Mass flow rate of boiler vapor, 1535 215
kg/h
Mass flow rate of secondary flow, 713 213
kg/h
Vg)lume flow rate of a coolant, 23 109
m’/h
Mass flow rate of a coolant, kg/h 2.2:-10° 1.1-10°
Power consumption of a coolant 65 32
pump, kW
Power consumption of the pump B 01
circulation loop, kW ’
Power consumption of the vacu- 40 40
um pump, kW
Power consumption of the cool- 315 21
ing tower fan, kW

Table 2. Exergy indexes of schematic variants

Design scheme
Parameter basic with
LVE
Exergy of a product flow,
W 24.5 24.5
Exergy of a fuel flow, kW 336.3 55.6
Exergy efficiency 0.073 0.441

On the basis of the software package for calculating
the vacuum unit, which was developed by the author,
calculations were performed to assess the impact of the
increasing degree in the passive flow pressure with LVE
on the injection coefficient and exergy efficiency indica-
tors. On Figure 4 this dependence is presented, allowing
the choice of intermediate pressure between compression
stages for the vacuuming system.

References
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Figure 4 — The dependence graph of the degree of vapor over-
production yy, injection coefficient u and exergy efficient n;
from the increasing value of the passive flow pressure p./pg
at 7 = 121-149 °C, po; = 300-500 kPa, pyp, = 5 kPa

5 Conclusions

As a result, during the comparative calculation of the
evacuation schemes on the basis of a three-stage steam-
jet ejector and a liquid-vapor ejector, it can be concluded,
if we use LVE, we can make it possible to increase the
efficiency of the biodiesel production unit as follows:

—to simplify the design of the installation by switching
from a two-stage steam-jet ejector to a single-stage vacu-
um unit, based on LVE.

— to reduce the initial parameters of the working vapor
by switching to more moderate parameters of the working
fluid in the active flow with LVE (from 9 bar and 225 °C
to 4 bar and 135 °C) and to minimize the consumption of
this vapor due to the design features of the vacuum unit,
based on LVE, in which the working vapor is consumed
not as an active flow of the steam-jet ejector, but only in a
small amount for heating the working fluid of the active
flow in the heat exchanger-heaters (a vapor reduction).

According to the results of the exergy analysis, we see
that the energy efficiency of the vacuum cooling system
in the biodiesel production unit, that is based on the lig-
uid-vapor ejector is more than 6 times higher than for the
basic scheme.

More accurate optimization of the vacuum system was
carried out on the basis of thermo-economic analysis by
Tsatsaronis method considering the economic model for
the optimization indicator in the value form of the exergy
product cost and found, that the fuel cost for the basic
scheme is 101 797 UAH, and for energy saving —
64 578 UAH, it follows that the economic effect of the
new scheme introduction is 37 219 UAH.
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YaockoHaleHHA BaKyyMHOi CHUCTEMH OXOJIOI'KCHHSA

YCTAHOBKH BHPOOHHMITBA 0i0/1N3€e1bHOI0 NAJINBa

Ilapanos C.', Crapuenxo M., IIponenko M.?, ITanuenko B.', Kopryn B.!

' Cymchknit neprxaBHuii yHiBepcHTeT, By PuMcbkoro-Kopcakosa, 2, 40007, M. Cymu, Ykpaina;
% AkazieMist ynpasiTiHHEs Ta aaMiHicTpyBaHs M. Omone, Byr. M. Hemssmoseskoro, 18, 46020, m. Omore, Iombima

AHoTanisi. Y cCTaTTi BHPIMIEHO aKTyaJdbHYy MNPOOJIeMy MiIBUINEHHS e(EKTHBHOCTI BaKyyMHHX CHCTEM
OXOJIOJPKEHHSI YCTAHOBOK BUPOOHHUITBA 010IM3EIFHOTO MajIMBa MIJSIXOM 3aCTOCYBaHHS BaKyyMHHX arperariB Ha 0asi
PIAMHHO-TIAPOBOTO ©XKEKTOpa, [0 MpalIoe 3a MPHHIMIOM CTPYMHHHOI TepMoKoMmpecii. MeTol JaHOro
JOCIIJDKEHHST € IMiITBEpPKEHHs IOLIJIBHOCTI 3aCTOCYBaHHS BaKyyMHHX arperariB Ha 0a3i piguMHHO-IIapOBOTO
©KEeKTOopa, II0 MpalIoe 33 MIPHHIMIOM CTPYMHHHOI TEpPMOKOMIIpPECil, y BaKyyMHHX CHCTEMax OXOJIOJUKEHHS
YCTaHOBOK BHpPOOHHLTBA Oioau3enbHOTO MaiuBa. [logaHo ommc 06a30BOi CXEMH CHCTEMH OXOJOKCHHS YCTaHOBKH
BUPOOHUNTBA 010AM3EIBHOTO MAJHBA, KA MICTUTh TPHOXCTYIEHEBHH MApOCTPYMHUHHHN €XKEKTOp. 3alpoNOHOBAHY
cxeMy Ha 0a3i piAMHHO-TIAPOBOTO E€KEKTOpa. BHKOHaHO MOPIBHSIBHUI aHaNi3 BaKyyMHHX CHCTEM OXOJIOKECHHS
YCTaHOBOK BHUPOOHMITBA 0i0AM3ENBHOIO TANNBa, CXEMH SKAX HOPIBHIOBAINCH, Y TOMY YHCIi Ha 0a3i iCHYIOUMX
TPUCTYIICHEBUX IAPOCTPYMUHHHUX €KEKTOPIB i HOBOI'O OJHOCTYIICHEBOTO BaKyyMHOTO arperary Ha 0a3i piaWHHO-
MapoBOTr0 ©KEKTOpa. SIK MOPIBHAIBHUIA aHalli3 3aCTOCOBAHO CKCEPreTHYHUN METOJ| OIiHIOBaHHS C(EKTHBHOCTI
3aCTOCYBaHHS 3alPOIIOHOBAHOTO YCTaTKyBaHHSA, OCKUIBKH y poO0oYOMy mporeci BifOyBaeThCS MEPETBOPEHHS JBOX
BUMIB €HEPTii: eNeKTPUYHOI (U MPUBOAY HAacoca) i TEIUIOBOI (MUl MiIirpiBy poOOYoi piAMHE aKTHBHOTO MOTOKY y
TEIUIOOOMIHHHKY-TiAIrpiBadi). Y pe3yapTaTi AOCATHYTI OLNbII MOKAa3HUKH e(EeKTHBHOCTI 3aCTOCYBaHHS HOBOI
TEXHOJIOTI] 32 ONTHUMI3aLifHIM MapaMeTpOM — IMPOMIKHAM THCKOM MiX PiJUHHO-IIAPOBUM €XKEKTOPOM Ta PiIMHHO-
KiJIbLIEBUM BaKyyMHHM HaCOCOM.

KorouoBi ciroBa: BakyyMHa cucTeMa OXOJIODKEHHS, PIIMHHO-TIAPOBHUI €XKeKTop, 6i0an3eNbHe MaiBO,
eKcepreTHYHIN Koe(illieHT KOPUCHOT ii.
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Abstract. The paper focused on study of influence magnetic water treatment (MWT) mechanism on physico-
chemical properties of aqueous solutions taking into account nature of changes in kinetics of chemical reactions. The
theoretical analysis of the magnetic field geometry in the hardware equipment of water purification technologies was
used. A review of current data on physicochemical processes was carried out for the processes of the influence of
magnetic treatment on the properties and structure of aqueous solutions. The determination of the basic mechanisms
of MWT was done taking into account the influence of a non-uniform magnetic field on the librational fluctuations of
water molecules, followed by their destruction and disruption of the ortho-para ratio towards more chemically active
water molecules. The resulting formalized model makes it possible to explain the nature of the complex effects reor-
ganized after exposure of a non-uniform magnetic field to aqueous solutions. Subsequently, this model can be used to
optimize the parameters of the mode of the process of water preparation and water purification.

Keywords: mechanisms of influence, magnetic field, chemical activity, librational fluctuations of water molecules,

aqueous solution, formalized model.

1 Introduction

According to the UN, about 500 million people live in
areas where water consumption exceeds twice locally
renewable water resources. The discharge of wastewater
causes significant damage to flora and fauna of water
bodies and human health. Direct impact includes degra-
dation of aquatic ecosystems and diseases transmitted
through water from contaminated freshwater sources, has
long-term consequences for the well-being of social and
human resources [1]. The research of nonlinear kinetics
models of ecosystem processes under the influence of
pollutants and distribution organic impurities in the envi-
ronment also determines need for expansion scientific
and theoretical foundations for implementation of water
purification methods [2].

Implementation of reverse water supply systems re-
quires improvement quality of purified water and reduc-
tion of demand for additional resources (electricity, rea-
gents, etc.). According urgent task is finding ways to
intensify existing cleaning methods to improve the effi-
ciency of such systems.

2 Literature Review

The most common methods of treatment intensifica-
tion areas are using of technologically justified treating
schemes, modernization of existing and development new
designs of devices, and use physical processing of aque-
ous solutions (treatment of external fields, ultra-sound,
ultraviolet, etc.). The latter becomes of increasing im-
portance in the direction of intensifying purification
methods of contaminated water, which is primarily due to
their versatility, economy and lack of need for additional
reagents.

The magnetic water treatment (MWT) is the one of the
perspective physical methods before filing for purifica-
tion, which based on change in physical and chemical
properties of aqueous solutions. Such method character-
ized by simplicity of implementation, low capital and
operating costs [3]. The only disadvantage is lack of
knowledge about MWT mechanism [4—6], which limits
its widespread implementation. However, positive expe-
rience and numerous studies [4-16], proving presence of
changes in kinetics of deposition suspended particles in
the volume of solution, nature and volume of deposits on
heat exchange surfaces, efficiency of ion-exchange pro-
cesses, kinetics passage of chemical reactions, etc., al-
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lows us to confirm promise of its use in processes of
environmental protection, which confirms relevance of
our research.

The main problem on the path of widespread introduc-
tion of MWT is the lack of an integrated approach to
studying the mechanism of manifestation of MWT ef-
fects, in particular, the effect on the kinetics of chemical
reactions in aqueous solutions, which was partially stud-
ied in [7-16].

The aim of the paper is theoretical study of influence
mechanism MWT on physicochemical properties of
aqueous solutions taking into account nature of changes
in kinetics of chemical reactions.

The following tasks set and solved in the article:

—to analyze previous studies of MWT mechanisms of
impact on structure and properties of aqueous solutions;

—to form a complex model for description the mecha-
nism of influence non-uniform magnetic field on aqueous
solutions properties and change kinetics of chemical reac-
tions.

3 Research Methodology

Since all effects of MWT related to change in physical
and chemical water properties caused by influence of
magnetic field on water solution, it is important to take
into account the basic design and mode parameters of
MWT devices, which differ in a number of features [17].
One of the main structural parameters is geometry of
magnetic field and heterogeneity of distribution magnetic
induction B along the pipe for passage of aqueous solu-
tion (Figure 1).

Lines of
magnetic
induction

Poles of magnets

Water for N H S

Water after
treatment  ———— treatment
=i | ==

S N

Poles of magnets

Pipe of diamagnetic
material

Figure 1 — Typical scheme of elementary plot device MWT:
AB — value of magnetic induction changes in a non-uniform
magnetic field; / — length of MWT device section, where mag-
netic induction varies from B, to B;; By, B; — minimum and
maximum value of magnetic induction, respectively

The geometry of magnetic field in MWT devices de-
pends on several factors, which based on properties of
magnets and how to accommodate them. The effect of
magnetic field on water occurs on MWT device areas,
where magnetic induction varies from B, to B, its lines
necessarily directed perpendicular to the solution motion,
and induction difference AB #0 T, otherwise MWT ef-
fect not observed.

Among regime parameters MWT [4, 6, 18], it is man-
datory that the water flows in magnetic field is mandato-

ry, and water velocity is one of the parameters that de-
termines effectiveness of MWT.

The aqueous solution velocity and value of magnetic
induction between them are closely interconnected, and
their connection must be taken into account when design-
ing MWT devices and selecting optimal operating modes.
In view of current developments MWT devices, one of
the main drawbacks is incomplete incorporation of MWT
parameters, or their inclusion separately from each other,
without analyzing their interconnection. The simultane-
ous consideration of such MWT parameters as the aque-
ous solution speed and magnetic induction requires fur-
ther study.

4 Results and Discussion

4.1 Theoretical formalization of the MWT
mechanism

The large amount of data associated with MWT have
led to determination of various aspects regarding MWT
mechanism, which can be conventionally grouped into
three approaches: colloidal, ionic and water [4-7, 9, 18,
19-21]. In the table 1 presents groups of MWT mecha-
nism influence according our analysis.

Modern ideas about kinetics of chemical reactions
based on the fact that any reaction occurring in aqueous
solution includes the step of rearranging solvent mole-
cules to form “cavities” in which located reacting parti-
cles, activated complex and reaction products [22]. The
rate of water molecule rearrangement for expected acti-
vated complex greatly effects on kinetics of chemical
reactions and depends on physical and chemical proper-
ties of aqueous solutions that are due to presence of hy-
drogen bonds [23] and their nature, peculiarity of water
molecule isomers structure [24] and features of molecules
oscillations [25, 26].

Table 1 — Groups of the MWT mechanisms

Impact object | Mechanisms

Colloidal group of approaches

Colloidal (ferro-
magnetic) parti-

The surface properties of such particles
changes and they act as crystallization
cles centers under the magnetic field influence.
This group explains the anti-scale effect.

Ionic group of approaches

Ions that are Under the influence of a magnetic field,

present in water polarization and deformation of ions occur,
which are accompanied by their hydration
decrease, which affects the course of phys-

icochemical processes in aqueous systems.

Water group of approaches

Water molecules | This group combines ideas about the pos-
sible influence of a magnetic field on the
water structure. This influence, on the one
hand, can cause changes in the aggregation
of water molecules, and on the other hand,

changes in the orientation of the nuclear

spins of hydrogen in water molecules, etc.
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Changing kinetics of reactions in aqueous solutions is
possible due to the weakening of interaction water mole-
cules between themselves and with dissolved substances,
breaking of hydrogen bonds, or reducing their energy,
which facilitates water molecules restructuring for the
expected activated complex [23]. The last becomes pos-
sible even with MWT, which is confirmed by many stud-
ies [3—6, 18, 19], in which appearance of changes in
structure and physical and chemical properties of aqueous
solutions due to hydrogen bond (density, viscosity, sur-
face tension), changes in hydration of dissolved substanc-
es and changes in rate of reaction. However, nature of
such impact requires further research.

Given the value of magnetic induction at MWT, exter-
nal energy entering aqueous solution is not sufficient for
direct breaking or weakening of hydrogen bonds [4, 5].
The results obtained in [6] indicate that defining parame-
ter MWT, which more than induction value determines
efficiency of MWT, is the heterogeneity of magnetic
field. The changes caused by influence of non-uniform
magnetic field on the structure of water, may related not
so much to discontinuities of hydrogen bonds, but with
decrease in their energy, increase in length and change in
angle [5, 27]. In this case, structure of water molecules,
presence of quantum differences water molecules and
nature of their interaction with each other and with dis-
solved substances has important role [24, 25].

The appearance of quantum differences between water
molecules can be explained by states presence librational
undamped oscillations in water molecules [25]. Such
oscillations cause appearance of hydrogen proton rotation
on hydrogen bond line in the directions perpendicular to
hydrogen bond line.

The rotation of hydrogen proton around hydrogen
bond line has an elliptical trajectory (EPT) whose radius
also rotates, as shown in Figure 2.

/,ﬁ;} . \ . hydrogen
g il \-“ oxygen

- - -~ line of hydrogen bond

hydrogen bond

}atation of the radius EPT
around the hydrogen bond line

librational oscillations

Figure 2 — Rotate proton and electron orbitals of neighboring
water molecules connected by hydrogen bonds: w; — frequency
molecules libration vibrations; ¢ — angle of proton deviation
from hydrogen bond line; & — phase rotation radius EPT;

O —hydrogen bond line

Movement of positively charged hydrogen proton by
EPT causes appearance of magnetic and mechanical mo-
ment. Magnetic fields formed by rotation of hydrogen
protons of one molecule can both coincide in the direc-
tion and be opposite directed along molecule axis. In the
case of uniform direction of protons rotation, magnetic
fields formed and form magnetic field of entire molecule
and conversely. Consequently, presence of librational
oscillations water molecules is the reason for appearance
of quantum differences in water molecules isomers,
which mentioned in work [24].

Synchronization of libration oscillations for para-
isomers in supramolecular formations is carried out by
four hydrogen bonds, and their cooperative nature pro-
vides a redistribution of energy received from outside,
from collisions with thermal motion [25], which makes
possible existence of ice-like structures in aqueous solu-
tions, emergence heterogeneity of water density [26] and
the violation of equilibrium ortho/pair ratio in the direc-
tion of pair-isomers, more than 2 times [24]. Thus, aque-
ous solution is a nonequilibrium system that is sensitive
to external influences.

The prerequisite for establishing an equilibrium or-
tho/pair ratio is violation of synchrony librational oscilla-
tions in ice structures, where, first of all, weakest hydro-
gen bonds destroyed, and energy received from outside
goes to destruction of ice-like structures. Their destruc-
tion leads to “release” of pair-isomers, which, when fur-
ther collisions with other water molecules, become ortho-
isomers [24].

For explain mechanism of appearance pair-ortho con-
version under influence of non-uniform magnetic field on
aqueous solution, let’s consider loss synchronism of li-
bration oscillations under magnetic field influence on
hydrogen proton, rotating on EPT. The effect of non-
uniform magnetic field on the proton EPT results in pre-
cession of EPT radius around hydrogen bonds. Due to
structural stiffness of water molecule, appearance preces-
sion of one hydrogen proton leads to appearance a similar
precession of second proton. EPT precession is not the
same as that occurring with electrons orbits, because for
EPT precession required rotation the entire water mole-
cule, which is impossible due to presence other hydrogen
bonds. EPT precession becomes possible only for those
protons, in which plane of EPT is perpendicular to lines
of magnetic induction. Since, in case of oscillations, radi-
us proton EPT rotate around hydrogen bond line, appear-
ance of an additional precision with radius EPT changes
rotation phase 6 of radius EPT, which will be different for
two pair-isomers bound by one hydrogen bond due to
difference in angle slope plane EPT protons of neigh-
bouring molecules to lines of magnetic induction.

The result of the influence of a non-uniform magnetic
field on an aqueous solution is the shift of the phase of
rotation of the radius of the EPT of hydrogen protons for
neighbouring isomers of water molecules by £ A6. Such a
phase shift occurs non-uniformly with a certain angular
acceleration ¢ in the direction of the Lorentz force, where
the magnitude of the acceleration was found from the
second law of Newton:
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ma=F,, 1)

where m is proton weight, kg; a is acceleration of rota-
tion of the proton EPT radius around the hydrogen bond
line, m/s*; F ;. is Lorentz force, N.

ma =ev, ABsina , 2)

where e is proton charge, C; v, is the speed of
“movement” of the magnetic induction lines relative to
something (a circuit of EPT), m/s; AB is the magnitude
by which the magnetic induction changes, T; sina is the
angle between the velocity v, and the magnetic induction
vector B.

The additional motion of the radius of EPT around the
hydrogen bond line in a non-uniform magnetic field is
rotational motion with angular acceleration, which, by
means of standard transformations of expression (2), is
represented as

= ev,AB . 3)

mr

For find the velocity v,,, an expression was taken from
[28] and, having carried out the necessary transfor-
mations, we obtain

AD

O = 4
" AB-L-At @

where A® is magnetic flux, Wb; AB is change in mag-
netic induction, T; L is the length of EPT, m; Ar is the
time during which the magnetic induction lines intersect
the contour of EPT, s.

The magnetic flux A® can be expressed in terms of the
change in the magnetic induction AB and the area of the
EPT square S, which it intersects:

AB-S

v =———, 5
" AB-L-Ar ©)

The radius of EPT was taken equal to r for simplicity
of writing the formula (5) as:

r

v = . 6
"= AT (6)

Thus, the rate of “movement” of magnetic induction
lines relative to a proton depends only on the radius of
EPT and the time during which the magnetic induction B
changes and does not depend on how much the magnetic
induction changes. In turn, an increase or decrease in
induction affects only the direction of the effect of the F,
force. Having made the necessary transformations of
expressions (3) and (6):

e AB

E =, 7
2m At @

The change #-phase of radius EPT in a non-uniform
magnetic field is due to influence Lorentz force on proton

(Figure 3 a). It has two components, where the first com-
ponent F; arises from proton motion in a magnetic field
at velocity v, which is due by librations oscillations. The
component F;;, for each proton position on EPT, is ori-
ented perpendicularly to proton movement, and as can we
see from Figure 3 a (position 1 and 2), compensates for
itself and does not cause shift of turn phase 6. In addition,
hydrogen bond formed by electrostatic forces much larger
than F;;, so radius EPT remains “rigid” and angular ve-
locity of proton rotation remains unchanged.

Fi
b
Figure 3 — Displacement phase of EPT rotation hydrogen proton
in a non-uniform magnetic field (magnetic induction lines di-
rected from us): B — magnetic induction; F; — first component
of Lorentz force; F, — second component of Lorentz force;

v — proton speed movement by EPT; v,, — rate intersection of
contour EPT by magnetic induction lines; ¢; and ¢, — potentials;
1, 2 — position of hydrogen proton on EPT in plane rotation
radius EPT, in accordance before and after turning radius EPT;
r —radius EPT; o — angle between direction of force F; and
tangent to contour EPT; O — hydrogen bond line; 6 — phase of
radius EPT rotation; A@ — shift of turn phase radius EPT

The appearance of second component of Lorentz force
F1, becomes possible only in non-uniform magnetic field,
which is a prerequisite for MWT. Force F;, directed in
one direction at tangent to EPT (Figure 3 a, positions 1, 2,
and 3). The process of occurrence electromotive force
(EMF) in non-uniform magnetic field isn’t considered as
the result of appearance vertical electric field, but it’s the
result of increase in density of magnetic field due to
“flow” field lines from surrounding space into magnetic
flux through closed circuit. In process of “entering” lines
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of induction into the contour, they cross contour, causing
EMF induction by “mechanism of intersection” [28].

Supposed that closed circuit in Figure 3 a is the region
in which fluctuates radius EPT of the hydrogen proton
(Figure 2), on which proton moves and creates elemental
current in circuit. Conditionally divide contour into n
sections that “isolated” from each other. Each section
corresponds to certain position of proton and during its
movement there is a potential difference. With increase of
magnetic induction, its lines “penetrating” into contour,
intersect it with velocity v,, (expressions (6)) in direction
to the center. Otherwise, with decrease magnetic induc-
tion, its lines move from center to periphery, and Lorentz
force F, changes its direction.

The effect of Lorentz force F;, (further F;) is shown in
Figure 3 b, which depicts elementary act turning radius
EPT taken from Figure 2. Additionally, Figure 3 b clearly
shows that when v,, = const, the direction and value of
force F; stored for proton irrespective of its position on
EPT, only angle a between vector of force F; and tangent
to EPT changes. Thus, at p.1 angle a =0°, after turning
EPT (position 2) angle o #0°. That’s why, with coinci-
dence of basic direction rotation radius EPT and direction
of force Fj, it accelerates, and in opposite case, slows
rotation radius EPT around hydrogen bond line, changing
rotation phase EPT by value +Af and with prolonged
influence of F;, with each turn EPT displacement phase
of the rotation increases.

4.2 Development of a complex model of the
influence of a non-uniform magnetic field
on the properties of aqueous solutions

Figure 4 shows the formed model of the non-uniform
magnetic field impact on the kinetics of chemical reac-
tions in aqueous solutions, which takes into account
complex factors that reasoned by this influence.

Thus, influence of non-uniform magnetic field on ki-
netics chemical reactions in aqueous solutions does not
depend on whether induction of magnetic field increases
or decreases, result of effect remains the same, an im-
portant value becomes value at which magnetic induction
changes and time for which this change occurs. The Lo-
rentz force, caused by change in induction value, directed
at proton-tangent to EPT and its direction may coincide
with direction of rotation proton radius EPT, and be op-
posite directed. The effect of this force becomes possible
only when moving in non-uniform magnetic field, where
it shifts the phase of rotation radius EPT by a value of
+A0. In turn, because the water molecules in the volume
of solution oriented arbitrarily, phase displacement +46 is
not the same for adjacent water molecules in ice struc-
tures, which causes asymmetry of libration oscillations
pair-isomers and affects their synchronicity and coopera-
bility.

NON-UNIFORM

MAGNETIC FIELD

Formation of crystallization
centers in aqueous solution

The growth of mobility and the
restructuring of water molecules
around dissolved substances

¥ :

INFRINGES THE

E

SYNCHRONISM OF THE WATER
MOLECULES LIBRATIONAL
VIBRATIONS IN
SUPRAMOLECULAR

INCREASING THE NUMBER OF
ORTHO-ISOMERS OF WATER MOLECULES |—»
IN THE VOLUME OF SOLUTION

Growth of the structural
temperature
of the aqueous solution

FORMATIONS

r

Changes in:
- surface tension;

y - solubility;

Changes in hydration of
particles in aqueous solution

The growth of the number of water setting
molecules that are more active in the  |[—»| -~ Viscosity:
chemical and physical terms - etc.

- wetting ability;

- kinetics of chemical reactions;

Figure 4 — Complex model of non-uniform magnetic field influence on kinetics chemical reactions in aqueous solutions

Because water is a non-equilibrium system, violation
of synchronous oscillations in supramolecular formations,
which, due to collisions with other molecules, results in
excess energy and collapses, results in conversion of pair-
isomers, increase in number of ortho-isomers, causing
changes in density, viscosity, in infrared spectrum of
water, hydration of dissolved substances, registered after
MWT, etc.

5 Conclusions

The analysis of technical realization of MWT allowed
establish that one of the main structural parameters is
heterogeneity of distribution magnetic induction along
the pipe for passage aqueous solution. The groups of
MWT mechanisms were formed for interpretations of the
physicochemical effects of MWT.

The theoretical model of the complex mechanisms of
the influence non-uniform magnetic field was formed for
considering quantum differences between two types of
water molecule isomers and librational oscillations of
water molecules in supramolecular formations. Further
research will be directed to use the complex model of
magnetic field influence for regime parameters rationali-
zation of water preparation and purification processes.
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YTo4HeHHS OCTAHHIX HAYKOBHUX MiIX0AIiB 10 MarHiTHoi 00po0Ku BoaH
msiyk J1. J1.', Poit I O.', Yeprum €. FO.", Kosiii I. C.', T'ypeus JI. JI.', MycaGekos A. A.”

' Cymchknit neprxaBHuii yHiBepcHTeT, By PuMcbroro-Kopcakosa, 2, 40007, M. Cymu, Ykpaina;
? [liBnenno-Ka3axcTaHChKHil IepkaBHui yHiBepcHTeT iM. M. Aye3oBa,
npoct. Tayke Xana, 5, 486018, m. Illumkent, Kazaxcran

AHoTauisi. JlocnimkeHo MeXaHi3M BIUTUBY MarHiTHOI 00poOku Ha (hi3MKO-XiMiUHI BIaCTHBOCTI BOJAHUX PO3YUHIB
3 ypaxyBaHHSAM XapakTepy 3MiH KIHETUKM XIMIYHHUX peakuid. BukopucraHo TeopeTHYHHMH aHai3 TeoMeTpii
MarHiTHOTO HOJISI B alapaTHOMY OOJagHaHHI TEXHOJIOTIH OYMINEHHS BOJH. [IpoBeqeHO Orisi CyJacHHX JaHHX IIPO
(i3uKO-XIMIUHI Iporiecy, 0OyMOBIIEHI BIUIMBOM MarHiTHOI 0OpOOKH Ha BIACTHBOCTI Ta CTPYKTYPY BOJHUX PO3UYHHIB.
3niificHEeHO pO3MMpPEHHS KOHILENTYaJdbHUX 3acajl Teopil MeXaHi3My MAarHiTHOI OOpoOKM 3 ypaxXyBaHHSM BIUIHBY
HEOJHOPIHOTO MArHiTHOTO MOJsA Ha JdiOpamiiiHi KOJUBAHHSA MOJIEKYJN BOAM 3 MOJAIBIIAM iX PYHHYBaHHAM i
MOPYIICHHSAM OPTO-Tapa-BiIHOMIEHHS y Oik OLIBII XiMIYHO aKTHBHUX MOJeKyl Boau. OTpumana ¢opmaiizoBaHa
MOJIENb TOSICHIOE MPUPOAY €(EKTiB, IO CIIOCTEPiraloThcs Micisd BIUIMBY MarHiTHOTO MOJS Ha BOJHI PO3YHMHH Ta
Moxke OyTH BHKOpPHCTaHA JUIs ONTHMIi3amii pe)KUMHHX [apaMeTpiB MPOIECiB MiATOTOBKH Ta OYUILEHHS BOJIH.

Kiwuoi cioBa: MexaHi3M BIUIMBY, MarHiTHE MoJjie, XiMiuHa aKTHBHICTb, JIOpaIiifHi KOJMBAHHS MOJIEKYJ BOJH,
BOJIHUI po34MH, hopMaiizoBaHa MOJICIb.
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Abstract. The work is devoted to the study of the gravitational motion of a liquid film under evaporation condi-

tions into a flow of neutral gas as applied to film machines with a plane-parallel nozzle. The aim of the work is to de-
velop a mathematical model of such a process and establish its laws. The model is based on the physical concepts of a
liquid film flowing down a flat surface heated from outside under the assumption that the film flows in isothermal
conditions under steady-state laminar mode without wave formation and in the absence of friction between the gas
and the film. The mathematical description of the film flow down process in these conditions includes the equation of
motion and the continuity equation for the liquid film, which are supplemented by the equations of mass transfer, the
material balance of the gas phase in the evaporated liquid, the relative content of the vaporized substance in the gas
phase and the equation expressing the Dalton’s law. As a result of solving this system of equations, dependencies are
obtained that make it possible, at known values of the mass transfer coefficient in the gas phase, to carry out calcula-
tions and simulate the hydrodynamics of the liquid film flow under conditions of evaporation into a flow of neutral
gas. For the water-to-air system, regularities were established in which the film thickness and speed of movement
along the surface height were varied for different types of film interaction with the air flow: forward flow, backflow,
and cross-flow, as well as with different hydrodynamic and temperature conditions of its flow down under cross in-
teractions conditions of the flows. It has been shown that in all cases a decrease in the thickness and speed of move-
ment of the film is observed, with the largest decrease occurring during cross-interaction, which is associated with an
intense removal of the resulting vapor from the film surface. The developed mathematical model can be used to eval-
uate the operating modes of film machines with a plane-parallel nozzle.

Keywords: film machine, plane-parallel nozzle, cross-interaction, film thickness, mass transfer coefficient, evapora-

tion rate.

1 Introduction

Film machines, whose operation is based on the gravi-
tational flow of a liquid, are widely used for heat and
mass transfer processes in the “liquid — gas (vapor)” sys-
tem. Many of these processes are accompanied by evapo-
ration of the liquid. Introducing a neutral (inert) gas flow
with respect to the liquid into the machineand evaporat-
ing the liquid into it allows the temperature of such pro-
cesses to be reduced. This also makes promising the use
of film machine with a neutral gas flow for example for
the concentration of aqueous solutions of non-volatile
liquids (sulfuric acid, glycerin, etc.). Special interest in
this case are film apparatuses with flat-sheet nozzles,
which allow you to organize cross-phase movement,
which makes it possible to increase the driving force of
the process at high density irrigation nozzles. However,

the theory of such a process has not been developed suf-
ficiently, which makes it difficult to carry out engineering
calculations of these apparatuses. The aim of this work is
to develop a mathematical model and establish on its
basis the laws of the liquid film flow down over a flat
surface in the conditions of evaporation into a flow of
neutral gas.

2 Literature Review

Literary data show [1] that when carrying out process-
es accompanied by evaporation of a liquid (separation of
liquid mixtures, concentration of solutions, evaporative
cooling, etc.), film machines have several advantages
compared with other types of machines. These ad-
vantages primarily include: a large contact surface of the
phases and high intensity of heat and mass transfer, low
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hydraulic resistance, small residence time of liquid in the
machine, which is important for thermolabile materials.
Depending on the design of the machine, a film may
form on the surface of different geometries, for example,
a number of papers deal with the liquid film flowing
down along the inner surface of vertical pipes, the outer
surface of horizontal pipes or on surfaces of other geome-
try (half cylinder, cone, plate) [2—4]. Promising from the
point of view of the organization of heat and mass trans-
fer processes is the liquid film flow down on a flat sur-
face [5, 6]. Such a fluid flow is described by equations of
motion and continuity which have the following forms:

fu N 83u
Pl u=mg T i3
dy dy* (1)
Ou ou_ ()
dy 0z

where p, — the density of the liquid, kg/m®; 4, — the dy-
namic viscosity of the liquid, H-s/m*; u —component of
the liquid rate in the direction of the film flowing, m/s;

g — gravitational acceleration, m/s2, y — transverse coor-
dinate, z — longitudinal coordinate in the direction of the
film flow down.

Liquid evaporation from a film to a neutral gas has
features that must be taken into account when developing
film machines. The introduction of a neutral gas into the
liquid-vapor system leads to the fact that during evapora-
tion, conditions close to the action of vacuum are
achieved and accordingly allows the process to be carried
out at a lower temperature [7]. The effectiveness of such
machines increases with evaporation into a neutral gas
flow, which also serves as the carrier of the resulting
vapor [8, 9]. At the same time, along with the gas flow
rate, the nature of the interaction of the gas flow with the
flowing down liquid film also influences the liquid evap-
oration from the film. It can be forward flow, backflow or
cross-flow. This can be quite easily organized using a
plane-parallel nozzle [10].

However these questions were not sufficiently devel-
oped and therefore the following tasks were set to achieve
the objectives of this work:

— developing a mathematical model and, on its basis,
an algorithm for calculating hydrodynamics of the liquid
film flow down on a flat surface under the evaporation
conditions into a neutral gas flow;

—using the developed model to establish the effect of
the interaction nature of the neutral gas flow with a lig-
uid film, as well as regime parameters on the change in
the thickness and movement rate of the film.

3 Research Methodology

3.1 The mathematical description of the
process

A mathematical model of the liquid film downflow
under the conditions of evaporation into a flow of neutral
gas was developed on the basis of the scheme presented
in Figure 1.
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Figure 1 — Calculation scheme for the liquid film flow down:
1 — surface; 2 — film; 3 — bounding wall

According to this scheme the film of liquid 1 moves
under the action of gravity along a vertical surface 2,
uniformly heated from the outside. With this heating, the
heat from the surface is transferred to the liquid, as a
result of which the liquid evaporates into the space
bounded by the wall 3. A flow of neutral gas enters this
space, which traps liquid vapor and carries it outside the
surface. Suggesting that the liquid film flow occurs under
isothermal conditions, we assume that the temperature of
the liquid is constant and equal in the entire volume of the
film. Considering the movement of the film at a sufficient
distance from the upper edge of the surface, we take it
steady and occurring in a laminar mode without wave
formation. In this case, the friction between the gas and
the liquid, as well as the change in pressure along the
height of the surface, is neglected.

Under these conditions, the change in the film thick-
ness of the liquid ¢ and the speed of the film i along the
Z axis (surface height) were determined, while the values
along the X axis (surface width) were assumed to be un-
changed.

The equation of motion of the liquid film (1) can be
obtained by considering the selected element in it with
the volume bdydz (section A—A in Figure 1). Expressing
the frictional forces arising from the movement of liquid
on the front and rear faces of an element, through shear
stresses, and also using the basic principle of dynamics,
the continuity equation in evaporation conditions will
differ from equation (2).

The continuity equations were derived by considering
the film element with the volume bddz (Figure 1),
through the upper face of which passes the mass liquid
flow equal to L, = pbiid and through the lower face —

equal to
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where u is the velocity of the film (average
liquidvelocity in the cross section of the film), m/s; § —
film thickness, m. We believe that changes in the mass
flow of a liquid occur due to its evaporation through the
surface bdz of the front face of the element. At the same
time, the evaporation through the surfaces of its left and
right faces is neglected. Then the mass flow of liquid
turning into vapor is equal to

dl =L; —Lzyg: 3)
This flow can be expressed as
dl = whdz 4)

where w is the evaporation rate (specific vapor flow),
kg/(m®-s).

Substituting the dependence (4) into (3) and express-
ing the mass flows through their components, we obtain
the continuity equation in the following form

pr1d{6u) = wdz (3)

Equations (1) and (5) are complemented by the follow-
ing dependencies:
1) the mass transfer equation from the film surface:

dM = gF,, — B )Fdr (©6)

where M — the mass of the resulting steam, kg; f —
mass transfer coefficient to the gas phase, kg/(m*s-Pa);
P, — the saturated vapor pressure of the evaporated lig-
uid, Pa; P, — partial vapor pressure in the gas phase, Pa;
F — evaporation surface, mz; 7— time, s;

2) material balance equation for gas phase of evapo-
rated liquid:

dM = Gy(d, — dge)dr A

where G, is the neutral gas flow (indices in Figure 1:
FF — forward flow; BF — backflow; CF — cross flow),
kg/s; d,, dy — the current and initial relative contents of
the moisture content of the evaporated substance in a
neutral gas, kg/kg;

3) the equation of the relative content of the evapo-
rated substance in the gas phase, which is written on the
basis of the Clapeyron equations of state for vapor and
neutral gas:

Bmy = dglgmg 8)

where m,, m, are the molar masses of evaporated sub-

stance and neutral gas, kg/kmol; P, — the partial pressure
of a neutral gas in the gas phase, Pa;

4) an equation expressing Dalton’s law:

P=hth ©)

The presented system of equations (1), (5)—(9) de-
scribes the hydrodynamics of the flow down of a liquid
film over a flat surface under the conditions of evapora-
tion of a liquid into a neutral gas flow.

3.2 Equations solution and calculation
algorithm

To solve the equations of motion we use the following
approach. If it is assumed that the evaporation of a liquid
from the free surface of the film does not affect the distri-
bution profile of the local liquid velocity along the Y axis
(in cross sections of the film), then under boundary con-
ditions y=0, u=0 and y = 9, du/dy = 0 (there is no fric-
tion force on the free surface of the film) it can be used
the classical solution of the equation of motion:

_ p1g5* 1 y*

T T 57
Accordingly by averaging the velocity of the liquid
over its volume passing per unit time through the cross

section of the film we obtain the dependence for deter-
mining the velocity of the film

__ mgb®
u=—
3w (10)
The quantity ¢u in equation (5) is a linear (referred to
the wetted surface width) watering volume, m2/s. Turn-
ing to the linear watering mass I' = p,( i ), we integrate
equation (5) in the range from z =0 to the current z and
from I =T to the current value of I'. As a result, consid-
ering the dependence (10), we have

5=3 3'?’ (T, —wz), (1D
1 8

where I'g=Ly/b is the initial linear watering mass,
kg/(m-s); L, is the initial mass flow of the liquid, kg/s.
Expressing the evaporation rate as

S}

_1dM
YeFar

from equation (6) we have

w = BB — B (12)
From equations (8) and (9) we get
_ dgmgP
=
my, + dgmg (13)

Equating the left sides of equations (6) and (7), after
the appropriate transformations with regard to depend-
ence (13), we obtain the quadratic equation

2 —
d_g-l-pdg—q—ﬂ. (14)

In this equation, the coefficient p and the free term ¢
depending on the nature of the interaction of the phases
and the corresponding expression of the evaporation sur-
face are determined by the following formulas:
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1) forward flow:
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2) backflow:
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3) cross-flow:
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The positive real root of equation (14) is the value of
the relative content of the vaporized substance in the gas
phase (moisture content for water).

Obtained as a result of solving the system of equations
of the above mathematical description of dependencies
(10)—(14) allow for known values of the mass transfer
coefficient § to carry out calculations and modeling of
hydrodynamics of a liquid film flowing down a flat sur-
face under conditions of evaporation into a neutral gas
flow. The initial data for the calculation are the following
values: v — velocity of neutral gas, m/s; L, — the initial
mass flow of the liquid , kg/s; b — surface width, m;
H — surface height, m; A — the distance from the surface
to the bounding wall, m; #; — liquid temperature, — the
initial temperature of the neutral gas, °C; ¢, — the ambient
temperature, °C; ¢, — the relative content of the evapo-
rated substance in the environment, %; B — atmospheric
pressure, Pa.

The calculation is carried out in accordance with the
following algorithm.

1) take the temperature of the gas phase is equal to

- t + tg0
7= 2
2) using reference data, the f, value is used to deter-
mine the kinematic viscosity of the neutral gas v, and the
vapor diffusion coefficient to-neutral gas necessary to
calculate the mass transfer coefficient 8, and also P,,. By
value #; we determine the values p; and y;, by value ¢, we
determine the values p; and y;, by value of 7, is deter-
mined by the value of the partial vapor pressure in the
environment P, Next, using the known formulas, we
calculate the values of the content of the evaporated sub-
stance in the environment d, and the specific volume of
the environment containing this substance y,;

3) calculating the volume flow rate of neutral gas for
forward flow and backflow:

! = vbl

for the cross-flow
V = vHA

and its mass flow
6y =2
¥a

4) setting the values of the longitudinal coordinate
from z = 0 to z = H, for each value we calculate:

— the relative content of the vaporized substance in the
gas phase d, according to equation (14), having previous-
ly determined the coefficient p and the free term g for a
specific type of the phases interaction;

— partial vapor pressure of this substance in the gas
phase P, according to equation (13);

— evaporation rate w according to equation (12);

— film thickness J according to equation (11);

— film speed # according to equation (10).

According to the results of the calculation, we estab-
lish the change in the thickness and speed of movement
of the film along the height of the surface.

4 Results

The study of the regularities of the liquid film flow
down on a flat surface under the conditions of evapora-
tion into a flow of neutral gas was carried out using the
calculation algorithm described above. In this case, water
was taken as a liquid, and air was taken as a neutral gas.
The necessary data for calculating the mass transfer coef-
ficient B was determined by the well-known empirical
formula of Gilliland and Sherwood [11]. The results were
presented in the form of dependences of the change in
film thickness and speed on the surface height with dif-
ferent types of film interaction with air flow: forward
flow, backflow and cross flow, as well as various hydro-
dynamic and temperature regimes of its flowing down
under cross-interaction conditions.

The analysis of these dependences shows that the film
thickness and the rate of its flow down in all cases de-
crease along the surface height as a result of the water
evaporation. From a comparison of these dependences
with a different character of film interaction with the air
flow (Figure 2), it follows that the decrease in film thick-
ness and speed during cross-interaction is comparable
with the backflow and even slightly exceeds it.

Such a feature of cross-flow interaction is associated
with the rapid removal of vapor from the film surface,
which reduces its partial pressure in the air flow through-
out the film’s movement path and, accordingly, increases
the driving force of the evaporation process.

The influence of hydrodynamic regimes on the film
flow patterns (Figure 3) is characterized by a more in-
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tense decrease in the film thickness and speed with in-
creasing air rate, which is associated with an increase in
the mass transfer coefficient and, accordingly, evapora-
tion rate. With an increase in the mass flow of water en-
tering the film, a decrease in the thickness and speed of
movement of the film, on the contrary, is less intense.

The study of the effect of temperature regimes on the
regularities of the film flow down was carried out in the
absence of water boiling in the film (¢, < 100 °C).
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Figure 2 — Effect of the nature of the interaction of the water
film with the air flow on thickness changes (dotted lines) and
the speed of movement (solid lines) of the film (#, = 80 C;
to =20 °C; v =10 m/s; Ly = 0.005 kg/s): 1, 1/ — forward
flow; 2, 2/ — backflow; 3, 3’ — cross-flow

Figure 3 — Influence of hydrodynamic regimes of the flow
down process of a water film on the change in its thickness
(dotted lines) and speed of movement (solid lines) during cross
flow interaction: a — flow rates (¢, = 80 °C; Ly = 0.005 kg/s;
t0=20°C): 1, 1'=v=1.0m/s;2,2 —v=5.0ms;

3,3 — v =10 m/s; b — the initial mass flow of water
(1, =80°C; v=10.0 m/s; t;y = 20 °C): 1, 1 = Ly = 0.001 kg/s;
2,2 = Ly=0.0025 kg/s; 3, 3’ — Ly = 0.005 kg/s

Calculations show that in this case, an increase in both
the water temperature in the film and the temperature of
air supplied to the evaporation surface leads to a more
intensive decrease in the thickness and movement speed
of the film (Figure 4).

It was established that with significant initial air tem-
peratures (f, > 100 °C) complete water evaporation can
be achieved (Figure 4 b). This is due to the increase in the
saturated vapor pressure and accordingly the evaporation
rate in accordance with equation (11).
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Figure 4 - Influence of temperature regimes of the flow down
process of a water film on the change of its thickness (dotted
lines) and movement speed (solid lines) during cross flow
interaction: a — liquid temperature (v = 10 m/s; Ly = 0.005 kg/s;
t=20°C): 1,1'=1,=20°C; 2,2/ = ,=50 °C;

3,3’ —1,= 80 °C; b — gas temperature (; = 80 °C; v = 10 m/s;
Ly=0.005 kg/s): 1, 1"~ 1,=20°C; 2,2~ 1,=50 °C;

3,3 —1,=100°C; 4,4 —1,= 150 °C

5 Conclusions

On the basis of the developed mathematical model,
hydrodynamic regularities of a liquid film flowing down
along a flat surface are established considering evapora-
tion into a neutral gas flow. These regularities include the
influence of the nature of the neutral gas flows interaction
with a liquid film, as well as regime parameters on the
change in film thickness and speed. It is shown that the
film thickness and motion speed of the film decreases
most intensively with cross-flow interaction. The intensi-
ty of the decrease in the thickness and speed of move-
ment of the film along the surface height increases with
an increase in the velocity of the neutral gas, and with an
increase in the flow velocity of the liquid decreases. With
a significant temperature of neutral gas (¢, > 100 °C) at a
certain height of the surface, complete evaporation of the
liquid is achieved.

The model can be used to evaluate the operating
modes of film machines with a plane-parallel nozzle.
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liagpoaunamika cTikaHHs NJIIBKH PilMHY MO IUIOCKiH MOBepPXHi

B YMOBAaX BUIIAPOBYBAHHA Yy NMOTIK HEHTPAJBHOI0 ra3y
Jlykamos B. K., Koctiouenko €.B., Tumodiis C. B.

locrkinchkuit iHCTHTYT CyMCBKOTO JEp>KaBHOTO YHIBEpCUTETY, By ['arapiHa, 1, 41100, m. IllocTka, Ykpaina

AHoTauisi. Po6oTa npucBsdeHa JOCHTIIKEHHIO TPaBITAIHOTO PyXY IUTIBKH PiJHHMA B YMOBAaX BUNIAPOBYBAHHS y
MOTIK HEHTpaJbHOrO rasy s 3aCTOCYBaHHS y IUTIBKOBHX amapaTax i3 IUIOCKOIapaleibHOK Hacalkorn. Meroro
poboTH € po3poOka MaTeMaTHYHOI MOJENi TAKOro IMPOLECY i BCTAHOBJIEHHS HOro 3aKOHOMipHOCTEil. 3a OCHOBY
Mozeni obpaHo (i3WuUHI 3aKOHOMIPHOCTI CTIKaHHS IUTIBKM PIAMHM Y3JOBX Harpitoi 330BHI IUIOCKOI IOBEpXHi 3a
MIPUITYLIEeHb, IO CTIKAHHS IUTIBKM BiJOYBA€Thcs B i30TEPMIYHMX yMOBax IIPU CTAJIOMY JIaMiHAPDHOMY pEeXHMi Oe3
XBHJICYTBOPEHHSI Ta 3a BiZICYTHOCTI TEPTSA MiK ra3oM 1 IUTiBKOO. MaTreMaTnyHa MOJIEINb MPOIIECy CTiKaHHS IUTIBKU B
OUX YMOBaxX MICTUTh PIBHSHHS PyXy 1 HEPO3PHUBHOCTI IUTIBKH DPIiAWHH, IOMOBHEHI PIBHAHHAMH MAacoOBiIiadi,
MaTepiajgpHOro OanaHcy ra30Boi (ha3u 3a BUMAPOBYBAHOIO PiJMHOIO, BITHOCHOTO BMICTY BHITAPOBYBAHO! PEYOBHHH Y
ra3oBii ¢asi Ta piBHSIHHIM 3aKkoHy JlanbToHa. Y pe3ynbTaTi POo3B’s3aHHS CUCTEMH PIBHSHb OTPUMAaHO 3aJI€KHOCTI,
IO JI03BOJISIIOTH (3a BIiJJOMMX 3HaueHb KoedilieHTa MacoBimmadi y ra3oBy ¢asy) 3AiHCHIOBaTH PO3PaxyHKH i
MOJIEIOBATH TiPOJMHAMIKY CTiKaHHS IUTIBKH DiMHM 32 YMOB BHIIapOBYBaHHS Yy INOTIK HeWTpaibHOTO rasy. s
CHCTEMH «BOJIa — TIOBITPs» OyJH BCTAHOBIICHI 3aKOHOMIPHOCTI 3MiHHM TOBIIWHHM 1 MIBUAKOCTI PyXy IUIIBKU IO BHCOTI
MOBEPXHI 3a PI3HOTO XapakTepy B3a€MOMii IUTIBKA 3 IOTOKOM TMOBITPS (IPSMOTOYHOTO, MPOTHUTEUIHHOTO 1
MEPEXPECHOT0), a TAKOXK 3a PI3HUX TiAPOAMHAMIYHHX 1 TEMIIEpaTYpPHUX PEKUMIB ii CTIKAHHS B YMOBaX I€pPEeXpecHOT
B3aeMo/ii motokiB. [TokazaHo, IO U1 BCIX BHMIAAKIB CIIOCTEPIraeThbCs 3MEHIIECHHS TOBLIMHU Ta HIBHIKOCTI PyXy
IUTIBKY, NPUYOMY HaifOinble 3MEHIIeHHS BiOyBaeThCs TPH MEPEXPEecHii B3aeMOil, 110 MOB’A3aHO 3 IHTCHCUBHUM
BI/IBOJIOM YTBOPIOBAHOI NapH BiJ MOBEPXHi ILTiBKH. Po3pobiieHa MaTeMaTH4Ha MOJeNb MOXKe OyTH BHKOPUCTaHHS
JUISL OLIHIOBAHHS PEKMMIB pOOOTH IUTIBKOBUX aMapariB i3 INIOCKOMAPAIeNbHOI0 HAaCaAKOIO.

KarouoBi cioBa: TUIIBKOBHI amapaT, IUIOCKOIApalelibHa Hacajka, IepeXpecHa B3ae€MOJis, TOBIMMHA IUIIBKH,
Koe]ilieHT MacoBiIadi, MBUAKICTh BUIIAPOBYBAHHS.
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Abstract. Compression ignition engines have wide application in the transportation, agricultural, construction and
industrial sectors which are critical for the economic sustainability of any nation. These engines are powered with pe-
troleum diesel which is however, been threatened by the reality of crude oil going into extinction in some couple of
years if new reserves are not discovered, and also the need to reduce global warming; a consequence of the effect of
its combustion products. Biodiesel is a renewable fuel with similar properties to petroleum diesel, and can be used
purely or in blends without the need for modifying the existing engines. The thermal efficiency of an engine is a very
important performance indicator, and researchers would stop at nothing to ensure its improvement. The kinematic
viscosity is one of the fuel’s properties which contribute to an engine thermal efficiency. This work is thus designed
to review some past studies on the use of biodiesels and its blends in engines and find a correlation between the kin-
ematic viscosity and the thermal efficiency. A correlation was established to exist between the fuel kinematic viscosi-

ty and the engine thermal efficiency.

Keywords: biodiesels, kinematic viscosity, calorific value, pure biodiesel properties, thermal efficiency.

1 Introduction

The rapid dwindling rate of the world fossil energy re-
serves has continued to be unmatched by new discover-
ies. However, the comfortable existence of the present
age mankind has been tailored towards his large depend-
ence on generated energy used in transportation from a
location to another (air, land, and marine), powering of
construction and agricultural equipment, and for electrici-
ty generation utilized in powering of household equip-
ment and industrial machines/ equipment.

To meet this energy requirement, the dwindling fossil
energy reserves are being continually called into play, as
the bulk of the generated energy consumed by man is
produced from it and only a fraction, about 13% of the
whole is generated from nuclear, wind, solar and hydrau-
lic sources. The generation of energy from fossil energy
resources however also comes with an attendant cost of
environmental pollution asides the possibility of it getting
into extinction in a couple of years if new reserves are not
discovered.

The transportation sector and agricultural and con-
struction equipment generate its energy largely from
crude oil, while a small fraction of the world’s electricity
is also generated from it. The major process of converting

the inherent energy of crude oil utilized in these sectors
employs basically the use of internal combustion engines.
Crude oil forms about 38% of the amount of fossil energy
used in generating energy for the use of mankind, and is a
major contributor to the much talked about climatic
change caused by global warming.

In order to continue to meet the huge demand of ener-
gy for transportation, agricultural and construction
equipment, and electricity generation placed on internal
combustion engines while placing a premium on the
maintenance of a cleaner environment, alternative energy
sources to crude oil are been sought for, and one of such
is the use of renewable and bio-degradable biofuels.

Compression ignition engines are known for their
heavy-duty applications, and are the preferred engine of
choice for agricultural and construction earth moving
equipment, marine and rail transportation devices, and
electricity generation. These engines rely on the combus-
tion of Automotive Gas Oil (AGO) generally known as
diesel for the generation of its energy. In a quest to re-
duce the environmental impact and maintain a high ther-
mal efficiency with the use of these engines, biodiesels
are now increasingly used as a source of fuel because of
its applicability to already existing engines without the
need for modifications [1].
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Researchers are thus busy carrying out studies on the
production and use of biodiesels in compression ignition
engines, its desired properties and the impact of its com-
bustion products on the environment.

The impact of some of the properties of fuels, bio-
diesels inclusive such as calorific value on thermal effi-
ciency [2-4] flash point on storage of fuels [5], cetane
number on the fuel auto-ignition [6], and viscosity on
flow rate and thermal efficiency [7-13].

This study is thus designed to review the literature and
find a correlation between the kinematic viscosities of
biodiesels / biodiesel blends and engine thermal efficien-

cy.
2 Literature Review

2.1 Kinematic viscosity and thermal efficiency

Kinematic viscosity is the ratio of the fluid dynamic
viscosity to its density and has a significant impact on
fuel delivery and power output. It determines the rate of
flow of the fuel, and too high a value can lead to pumping
issues and atomization in the injection system [14].

Thermal efficiency is the fraction of the heat input that
is converted into useful work by the device, in other
words, it is the percentage of fuel energy converted into
useful power output [11, 15]. The thermal efficiency of
an engine has a direct relationship to its power output and
is inversely proportional to the rate of mass of fuel con-
sumption, hence a high value of thermal efficiency is an
indication of better fuel economy and by extension re-
duced spending and lower exhaust of emission products.

In the quest to investigate the effect of the utilization
of biodiesels and petroleum biodiesel blends on engine
performance several researchers have conducted experi-
ments using biodiesels produced from different sources
and different blend fractions. Biodiesels produced from
different sources have their own characteristic physico-
chemical properties which are a function of the produc-
tion process and have an impact on the performance of
the engine.

Independent studies with the use Karanja oil biodiesel
and its blend (B20) with determined kinematic viscosities
of 5.35 ¢St at 40 °C and 3.04 cSt resulted into engine
thermal efficiencies of 32.0 % and 30.2 % respectively
[16, 17]. With biodiesel/biodiesel blends of Pongamia
origin, kinematic viscosity values of 5.17 (B10), 5.43
(B20), and 5.62 ¢St (B30) at 40 °C, the engines thermal
efficiency were 26.2 %, 26.8 %, and 26.5 % respectively
[10], while with values of 4.56 ¢St (B100) at 33 °C and
5.46 ¢St (B20) as determined from other studies resulted
into engine thermal efficiency values of 26.0 % and
28.0 % respectively [18].

Studies on biodiesels with Canola oil and Honge oil as
their origin with kinematic viscosity values of 5.38 and
5.60 cSt respectively measured at 40 °C resulted into
thermal efficiency values of 31 % and 25 % respectively
[2-8].

Jatropha oil is commonly used as a source of biodiesel
in many parts of the world because of its ease of propaga-
tion [19]. Several studies have been conducted on the

performance and emission characteristics of compression
ignition engines using biodiesels produced from Jatropha
and its blends with petroleum diesel, some of interest to
the authors have been selected. Kinematic viscosity val-
ues of 4.38 (B100), 5.84 (B100), 5.21 (B10), 5.64 (B20),
5.97 (B30), 6.61 (B100), and 4.84 cSt (B100) measured
at 40 °C as determined by some researchers for Jatropha
biodiesel and its blends used in fuelling of an engine
resulted into thermal efficiency values of 24.0, 24.0, 26.5,
26.3, 27.2, 22.0, and 31.0 % respectively [7, 8, 10, 15,
20].

Biodiesels with Soybean, Manhua and Palm oil as
sources have also been worked upon by researchers. With
Soybean oil as source, the use of its biodiesel with kine-
matic viscosity values of 3.34 (B20), 3.68 (B40), and
4.25 ¢St (B100) measured at 40 °C in compression igni-
tion engine resulted to thermal efficiency values of 31.3,
30.5, and 29.5 % respectively [3].

Manhua oil biodiesel with a kinematic viscosity of
5.58 ¢St measured at 40 °C gave a thermal efficiency
value of 27 % when used to fuel an engine [21]. Studies
on biodiesel derived from Palm oil with kinematic viscos-
ity values of 4.56 (B100), 2.82 (B20), and 3.40 cSt for
petroleum diesel-palm oil blend in the ratio 1:4 measured
at 40 °C resulted into thermal efficiency values of 25, 28
and 27 % respectively [22], while with kinematic viscosi-
ty of 4.70 cSt (B100) measured at 30 °C during another
study, the thermal efficiency of the fuelled engine was
27 % [23].

Working with biodiesel produced from used and fresh
Corn oil, the kinematic viscosity values measured at room
temperature were gotten to be 4.70 and 5.86 cSt gave
engine thermal efficiency values of 25.5 and 22.5 % re-
spectively [24]. With Neem oil biodiesel having a kine-
matic viscosity value of 3.20 cSt, the engine’s thermal
efficiency was found to be 23.0 % [25], and as reported
by Tutak et al., the use of B100 as fuel in their test engine
with kinematic viscosity value of 4.51 cSt measured at
40 °C gave thermal efficiency value of 27.0 % [26].

A summary of the literature values of kinematic vis-
cosities and the corresponding engine thermal efficiencies
is as shown in Table 1 below.

Plots of thermal efficiency against kinematic viscosity
values of biodiesel and some of its blends are as depicted
in Figures 1-2.

Figure 1 is a plot of the thermal efficiency values
against the kinematic viscosity values of some biodiesels
and biodiesel blends. The thermal efficiency values can
be seen to be indirectly proportional to the kinematic
viscosity values, although this cannot be said to be appli-
cable in some instance given an indication that other fuel
properties will have an impact on the engines thermal
efficiency.

Biodiesels despite having similar properties to petrole-
um diesel posses some characteristics such as oxygen
content, fatty acid composition, and moisture content
which differs from that of petroleum diesel and thus can
impact the performance characteristics of an engine
fuelled with it [27-29].
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Figure 1 — Thermal efficiency kinematic viscosity
plots of biodiesels and its blends

Figure 2 — Thermal efficiency kinematic viscosity
values at 40 °C plots of biodiesels

Table 1 — Summary of thermal efficiency values

Kinematic Thermal Biodiesel Kinematic Thermal Biodiesel
. . . Reference . . .. Reference
viscosity, cSt | efficiency, % source viscosity, cSt | efficiency, % source

5.35 32.0 Karanja [16] 6.61 22.0 Jatropha [17]
3.04 30.2 Karanja [17] 4.84 31.0 Jatropha [20]
5.17 26.2 Pongamia [10] 3.34 313 Soybean [3]
5.43 26.8 Pongamia [10] 3.68 30.5 Soybean [3]
5.62 26.5 Pongamia [10] 4.25 29.5 Soybean [3]
4.56 26.0 Pongamia [18] 5.58 27.0 Manhua [21]
5.46 28.0 Pongamia [18] 4.56 25.0 Palm oil [22]
5.38 31.0 Canola [2] 2.82 28.0 Palm oil [22]
5.60 25.0 Honge [8] 3.40 27.0 Palm oil [22]
4.38 24.0 Jatropha [71 4.70 27.0 Palm oil [23]
5.84 24.0 Jatropha [8] 4.70 25.5 Corn oil [24]
5.21 26.5 Jatropha [10] 5.86 22.5 Corn oil [24]
5.64 26.3 Jatropha [10] 3.20 23.0 Neem [25]
5.97 27.2 Jatropha [10] 4.51 27.0 Neem [26]

To mitigate the impact of some of the differences
which exist between biodiesels and biodiesel-petroleum
diesel blends on its performance when used as a fuel in
engines, the impact of kinematic viscosity on an engine
thermal efficiency is viewed from the aspect of only pure
biodiesels, also the obtained kinematic viscosity values
utilized in arriving at the plot in Figure 1 were not all
determined at a uniform temperature, and as it has been
stated in different literature that fluid viscosity is depend-
ent on temperature [30-32], the plot of thermal efficiency
against fuel kinematic viscosity values all measured at
40°C was done and is as shown below in Figure 2.

The thermal efficiency values are seen to be a function
of the fuels kinematic viscosity values except for some of
the few cases where despite the relatively low values of
the fuels kinematic viscosity, the thermal efficiency value
was lower (4.38 ¢St — 24.0 %, 4.56 ¢St — 25.0 %, and
4.51 cSt—27.0 %).

As stated earlier, literature has established that the
thermal efficiency of an engine is a function of its calorif-
ic value [2-32], and as shown in Figure 2, the thermal
efficiency is also a function of the fuels kinematic viscos-
ity, except for the stated observed exceptions, it is hence
imperative to examine if the reasons for the exception can
be attributed to the calorific value property of the fuel.
This table shows biodiesels with kinematic viscosity
values of lesser than 5 ¢St and the corresponding calorific
and thermal efficiency values is presented in Table 2.

Table 2 — Pure biodiesel properties

Kinematic Calorific Thermal
viscosity, cSt | value, kJ/kg | efficiency, %
4.25 36.2 29.5
4.51 37.1 27.0
4.56 40.6 25.0
4.84 37.2 31.0
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The Biodiesel with a kinematic viscosity value of
4.56 cSt despite having a higher value of calorific value
than the others listed in Table 2 gave a lower value of
thermal efficiency, given an indication that the observed
few exceptional cases in the thermal efficiency against
kinematic viscosity value plot in Figure 2 could have
been due to other factors not directly related to the prop-
erties of the fuels.

3 Conclusions

Compression ignition engines have wide application in
the transportation, agricultural, construction and industri-
al sectors which are critical for the economic sustainabil-
ity of any nation. These engines are powered with petro-
leum diesel which is however, been threatened by the

reality of crude oil going into extinction in some couple
of years if new reserves are not discovered, and also the
need to reduce global warming; a consequence of the
effect of its combustion products.

In this paper, research works of literature on the study
of biodiesel and biodiesel-petroleum diesel blends have
been reviewed, and a correlation has been shown to exist
between the fuels kinematic viscosity value and the ther-
mal efficiency of an engine operated on it.
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IIpoayKTHBHICTH ABUTIYHIB i3 3aN1a/1I0BAHHAM CTHCHEHHSIM BijJl BJacTHBOCTeH Oionaiusa
Tosomxy O. A.', Kexaiuda C.0."?

"'Vuisepcurer Anenexe, Exe-Ocor6o poyx, m. Exe, mrrar Ocyn, Hirepis;
? Texnonoriunmii yriBepcuter A. AkinTona, Oré6oMoco poyi, M. Or6omoco, Hirepis

AHoTamist. J[BUTyHM i3 3amajiOBaHHSAM CTHUCHEHHSM MalOTh LIMPOKE 3acTOCYBaHHS Y TpPaHCIOPTHIH,
CITbCHKOTOCTIOAPCHKIM, OyMiBENbHIM 1 MPOMHCIOBIM Tany3sx, 0 € HATBAKIMBUMH JUIS €KOHOMIUHOI CTiMKOCTI
Oynb-sikoi kpaiuu. L{i IBUTYHHM MpaLiolOTh Ha HATOBOMY JM3eIbHOMY NajuBi. [Ipu boMy BHIOOYTOK crpoi HadTH
yepe3 Kijbka POKIB mepedyBaTHMe IiJ 3arpo3olo, SIKIIO He OynyTh BHSBICHI HOBI 3amacd. Tako HpH LBOMY
HEOOXIIHO BPaXxOBYBaTH 3arPO3H IIIOOATEHOTO MOTEIUTIHHS SK HACHTIIOK CYTTEBOTO 30LTBIICHHS BUKU/IB MPOIYKTIB
3ropaHHsi. BioJM3enb € MOHOBIIOBAHMM MNAIMBOM 3i CXOXKHMH BJAaCTHBOCTAMH 3 HaTOBHM au3eneM. BiH Moxe
BHUKOPUCTOBYBATHCS CaMOCTIHHO a0o B cymimax. TeruroBuid KoedimieHT KOPHCHOI il ABHTYHA € HaIBaXKIUBUM
MMOKa3HUKOM €(EeKTUBHOCTI, a HAYKOBI pOOJNITh yce HeoOXimHe uisi 3a0e3neueHHs 3POCTaHHS LBOTO TOKA3HUKA.
KinematndHa B’S3KiCTh € OJHIEIO 13 BIIACTHBOCTEH MaJMBa, IO CHPUSE TEIUIOBIH e(eKTHBHOCTI MBUryHA. Takum
YUHOM, LIl poOOTa CIpsIMOBaHa Ha OIS MOMEPEeHIX AOCTIPKEHb Y po3pobiieHHi Gioau3ens Ta Horo cymimen s
JBUTYHIB. Y pe3yibTaTi 3HAHICHO 3B’A30K MK KiHEMaTHYHOIO B’A3KICTIO 1 TemioBolo edexruBHicTio. Takox
BCTaHOBJICHO KOPEJAL{I0 MK KIHEMaTHYHOIO B’ A3KICTIO MTAJIMBA 1 TEIIOBOIO €(DEeKTUBHICTIO IBUI'YHA.

KitrouoBi ciioBa: 6ioausens, KiHeMaTHYHA B SI3KiCTh, KAJIOPIHHICTD, BIACTUBOCTI 6i0M3es, TEII0Ba ¢()EKTHBHICTh.
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Abstract. The paper is focused on the research of the applied aspects of soil remediation, in particular the process
of heavy metals (HM) binding and intensifying the cultivation of a soil microbiome using various organic-mineral
compositions: biogenic composite, which is the product of anaerobic transformation of sewage sludge and phos-
phogypsum; organic-mineral compost, based on a mixture of phosphogypsum, superphosphate and cattle humus; and
a combination of a mixture of sodium humate and superphosphate. The integration of theoretical and experimental
principles in the synergy analysis of the interrelations in the system “object — subject of research” in the study of the
dynamics of changes in the forms of HM finding in the soil was carried out. The percentage content of the mobile
forms of HM released by the extractant from their gross content before and after the treatment of the soil with organ-
ic-mineral compositions was determined with the spectrophotometric method using. The comparison of the soil pro-
cessing efficiency was determined. Correlation relations of the dynamics in the biomass oxidative ability values for
the soil biome and the rate of the substrate oxidation was proved over time treatment with different doses of the bio-
composite with using of mathematical statistics methods.

Keywords: heavy metals, soil remediation, organic-mineral compositions, phosphogypsum, soil biome, oxidative

ability of the biomass.

1 Introduction

The growing anthropogenic impact on the ecosystem
causes changes in the natural soil-forming process. The
dangerous factors of anthropogenic origin are the pro-
cesses of intensification of heavy metals (HM) migration
in the edaphotop, which cause devegetation and dehumid-
ification, destructive changes in the agrophysical, physi-
cochemical and biological properties of the soil, until its
toxicity. The soil receives HM by various ways: with the
gas-dust emissions from industrial enterprises and vehi-
cles, liquid and solid household waste, with sewage from
agricultural enterprises, pesticides, with impurities of
organic and mineral fertilizers in particular, etc. They are
accumulated in the soil to concentrations that are hazard-
ous for living objects.

HM fall from the atmosphere into the soil principally
in the form of oxides, which gradually dissolve, passing
into hydroxides, carbonates or in the form of exchanged
cations [1].

It should be noted that heat power takes the first place
by the impact value and gross inflow of HM into the

atmosphere due to combustion of organic fuel in boiler
units (on thermal power stations, boiler houses and in the
industrial furnaces). The combustion of coal and fuel oil,
which are still dominated it the fuel structure of most
countries, is the main source of HM in the atmosphere.
The coal contains almost all known heavy metals. One
ton of carbon soot can contain maximum 10 kg of Sr, V,
Zn and Ge [2].

It is known that the mobility of HM in the system
“soil — plant” is largely determined by the physical and
chemical properties of soils, by the content of organic
matter and the activity of microorganisms that actively
participate in the transformation of substances in soils.

The processes of the migration of HM occur or intensi-
fy under the impact of the plants root extract that makes
the soil aggregates wet, affects the physical and chemical
exchange (absorption) capacity of the soil, and binds
cations of two- and polyvalent metals with carboxyl and
hydroxyl groups of polysaccharides, amino acids and
carboxylic acids into complex compounds, and it also
concentrates cations, which cause the gradual toxication
of soil ecosystems.

Journal of Engineering Sciences, Volume 6, Issue 1 (2019), pp. H1-H 8

H1


http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).h1

So, the current task for today is the regulating of the
buffer properties of soils by improving existing and de-
veloping new ways to reduce the mobility of HM in the
ecosystem that come from various anthropogenic sources.

2 Literature Review

Rehabilitation of soils contaminated with heavy metals
is usually based on the use of such meliorants as lime,
gypsum, as well as phosphates and organic matter of
different genesis.

The use of lime is more effective on soils with acid re-
action, on high-buffer soils. An increasing pH to 7.5 and
more causes to the formation of compounds of hexavalent
chromium, which are very mobile, toxic and not sorbtive.
Besides, lime and phosphorus-containing compounds
reduce the arrival of toxic metals into the plant, compli-
cate absorption of metabolites (Cu, Zn, Mn), creating
their shortage and reducing crop’s productivity [3, 4].

The use of natural sorbents is advantageous because
they are affordable, cheap and environmentally friendly.
At the same time, not all is clear about their role as an
inactivators of HM in the soil [5].

The introduction of organic fertilizers is a method that
reduces the mobility of lead in the soil and reduces its
entry into plants, but it is unclear how long this immobi-
lization effect will be shown, because organic fertilizers
are eventually mineralized, which also affects the mobili-
ty of lead in the soil [6].

The importance of liming as a method of soil meliora-
tion is well known and well-studied for turf-podzolic
soils. However, liming cannot be considered only as a
way of eliminating the soil acidity, because acidic soils
have a complex of adverse properties. Physical and phys-
ical-chemical properties of soils are improved during the
liming, the density decreases significantly, the filtration
and aeration increases, the mechanical resistance is re-
duced, the cation exchange capacity increases, the com-
position of the soil absorption complex changes.

Liming affects the use of nutrients from soil and ferti-
lizers by plants. It influence is significant on soil micro-
flora. Besides, the ability of the roots to absorb a number
of HM, in particular lead, decreases as a result of increas-
ing Ca. Liming also contributes to the formation of com-
plexes of organic substances of soil with HM, which
reduces the mobility of Hg, Cd, Zn, Cu, Ni, Cr [7-9].

A recent analysis [10] showed that many types of ma-
terials such as lime, metal oxides, phosphate compounds,
organic matter, calcium carbonate, red mud, bone meal,
and fly ash may be used to the media for soil amend-
ments.

The results obtained by [11] suggest phosphate com-
pounds enhance the immobilization of metal(loid)s such
as Cd, Pb, and Zn in soils through various processes.
Rock phosphate reduced Pb, Cd, and Zn by 99.9-24.0%,
DAP reduced Cd and Zn by more than 77 % and 91 % for
Cd [12]. The P application is considered an attractive
technology for managing metal(loid)-contaminated soils,
however the large-scale use of P compounds can contam-
inate surface and groundwater, future research should aim

to develop the remediation method with the minimum
impact of P on quality of water sources.

According to [13] strongest reductions occurred after
cyclonic ashes (CA) + steel shots (SS) and compost (C) +
+ cyclonic ashes (CA) + steel shots (SS) treatments
(99-97 % for Cd and Zn), while Pb and Cu leaching in-
creased after C and C + CA treatment (3.3-17.0 %, re-
spectively). Noteworthy, if too many OM is added into
soil, nutrition can be released at the short time, an out-
flow of them into the groundwater and subsequently
make water polluted. In addition, the incorporation of
OM in soil can be time consuming.

Xie Y. et al. [14] analyzed the effectiveness of six
amendments (composed with bentonite, phosphate, hu-
mic acid, biochar, sepiolite powder, biological matrix,
silicon fertilizer on the for remediating cadmium and
copper co-contaminated soil and reducing the metal con-
centration in Rhizoma Chuanxiong. The disadvantage of
the method is that the maximum possible efficiency of the
extraction of heavy metals such as Cd, Cu, Pd and Zn
with the use of compositions with different compositions
is revealed, which does not allow to unify the application
of the method.

There is a method [15] for the remediation of the soil
technogenically contaminated with heavy metals, it in-
cludes a one-time treatment of soil with a combination of
a mixture of sodium humate with superphosphate, lime or
organic matter in accordance with the soil. Sodium hu-
mate, superphosphate and lime are used for soil contain-
ing Cd, Cr. Sodium humate, superphosphate and manure
are used for soil containing Zn.

The disadvantages of this method are the lack of a uni-
fied approach to the treatment of soils with a different
combination of heavy metals, that limits its use. Besides,
the influence of the pH of the soil environment, which
affects the mobility of heavy metals and the efficiency of
their binding in the low soluble compounds, was not tak-
en into account.

There is a method [16] for purifying chernozem soils
contaminated with heavy metals, which includes the use
of an inducing agent. Organic-mineral compost is used as
such a substance, it is prepared by mixing phosphogyp-
sum, simple superphosphate and cattle’s humus. Compost
is introduced into the soil once for 4-5 years at a dose of
100-110 tons/hectare with an organic content in it up to
20 % and pH of 6.0—-6.5. This contributes to lowering the
alkalinity of chernozem soils to pH 7.2-7.8, then it is laid
by a cultivator to a depth of 20-25 cm.

The main disadvantage of this method is the lack of
technological conditions that ensure the detoxification of
organic and mineral waste during their composting. So,
harmful impurities may be in sewage sludge and phos-
phogypsum. It is heavy metals, which are in exchange
form during composting and may subsequently be availa-
ble to plants when such compost is introduced to soil.

A well-known method [17] describes the technical so-
lution “Washing of contaminated soils”, aimed at the
purification and recovery of soils and sediments contami-
nated with HM, using a detergent solution with chelating
agents.
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The chelating agent forms water-soluble complexes
with metals and in this way facilitates removal of the
metal from soils and sediments into the washing solution.
This method involves the separation of the solid phase of
the soil and sediment, and the rinsing solution used in the
filter press chamber and the rinsing of the solid phase to
remove all residual mobilized contaminants at the same
time. The recycle of chelating agents and process water in
a closed process circuit is provided by applying a pH
gradient and using advanced oxidation processes for
treatment of process water.

The disadvantages of this method include the com-
plexity of the implementation process, the need for me-
chanical removal of soil contaminated with heavy metals
in order to further treatment it in a known way, the high
energy consumption of the treatment process, the use of
expensive chelating agents and the generation of second-
ary waste requiring disposal or destruction.

There is a method [18] for purifying clay soils and
sludge, which includes removing radionuclides and heavy
metals by treating slimes and soils with a chemical rea-
gent. An aqueous solution of epy di- or triammonium salt
of ethylenediaminetetraacetic acid (EDTA) with a con-
centration of 0.01-0.05 mol/dm’ is used as a reagent.

But this method can be used on soils containing HM,
capable of forming stable complex compounds with
EDTA, and with high content of clay components (14—
20 %). Similarly, chelate-assisted remediation of HM can
also cause off-site movement of HM [19]. During EDTA-
assisted solubilization of HM, plants can absorb only a
limited fraction of mobilized metal and the remaining
amount of HM are generally leached down [20]. There-
fore, it is highly necessary that application of chelating
agents is limited to their lowest level for ecological and
economic benefits.

Improvement of compositions and the creation of new
organo-mineral complexes for regulating the soil buffer
properties that allow the regulation of mobility of HM are
actual. It may help to eliminate or at least reduce the
harmful effects of excessive amount of HM on the biotic
constituent of ecosystems and edafopops.

The paper is focused on the research of the applied as-
pects of soil remediation, in particular the process of
heavy metals (HM) binding and intensifying the cultiva-
tion of a soil microbiome, using various organic-mineral
compositions.

To achieve the aim, the following tasks were set:

—research of the binding process of heavy metals in
the soil under the various organic-mineral compositions
action;

— comparison of different approaches to the determina-
tion of the metabolic activity of microorganisms in soil
microzones under the stimulating effect of the biogenic
composite as a product of anaerobic treatment of sewage
sludge and phosphogypsum.

3 Research Methodology

3.1 The theoretical foundations of the work

For the formation of a general research concept the
synergism of the object and subject of research should be
considered. The object of the research can be represented
as the impact of heavy metals on the soil ecosystem. At
the same time such an impact can lead to the passage of
the ecosystem through the bifurcation point when the
boundary condition is reached (for example, the maxi-
mum bioaccumulation values of the pollutant in the natu-
ral components) even with minor fluctuations of the sys-
tem parameters. This brings the ecosystem to a new de-
velopment level, in our case — to degradation and increas-
ing instability. A general scheme for combining scien-
tific-theoretical and experimental researches (Figure 1)
was formed in the context of developing an integrated
methodological approach to the process of studying bio-
technological techniques for soil remediation. In particu-
lar, the main direction is the formation of the biochemical
basis of the research organization to find out how organ-
ic-mineral compositions effect on the process of binding
heavy metals and the microbial biome oxidative ability of
the soil.

The subject of research can be characterized as a pro-
cess aimed at reducing the negative impact by introduc-
ing organic-mineral compositions for binding heavy met-
als, which through ecosystem autocatalysis can increase
its degree of stability and intensify the development pro-
cess of the soil biome and the humification process di-
rectly associated with the rate of productive substrate
oxidation.

3.2  Conditions of the microfield experiment

Research of quantitative and qualitative changes in the
fractional composition of the soil complex of gray forest
soil was carried out with increasing doses of organic-
mineral complexes.

The experiment carried out in blocks of organic glass
with perforated bottom with a surface area 0.2 m?. Blocks
were filled with gray forest soil from a territory with a
high level of anthropogenic impact, containing lead at
levels of 17.6-21.2mg/kg and cadmium - 0.55-
1.00 mg/kg (gross shape). The indoor temperature was
maintained at the level of 22-25 °C.

Ammonia-acetate buffer solution with a pH 4.8 was
used to prepare the extract from air-dry soil samples. This
extractant is accepted by the agrochemical service for the
extraction of microelements available to plants and serves
to assess the soils nutrition with these elements. The ob-
tained solutions were analyzed on a spectrophotometer
“C115-M1” (OJSC “SELMI”, Ukraine) with an electro-
thermal atomizer.

Statistical processing of the results was carried out in
MS EXEL. The percentage content of the HM mobile
forms released by the extracting from their gross content
before and after the treatment of the soil by organic-
mineral compositions was determined.
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+ study of non-linear process
laws;

« research of the impact ways
on the soil ecosystem and
synergies of this process;

+ simulation of exposure time
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« formation of the algorithm of the
intensification process of the soil biome
development on the principles of

_/

Figure 1 — Block diagram of the integration of theoretical and experimental research
in the framework of interrelations in the system «object-subject» of the research

Then the degree of decrease in the heavy metals mo-
bility in the soil was determined by adding various organ-
ic-mineral composites according to the formula:

b, —b
Dy, =22—"1.100 %, M

0

where Dy, — degree of decrease of heavy metals mo-
bility in the soil, %; by — initial percentage content of
moving forms of HM, %; b, — percentage of moving HM
forms after processing, %.

The effect of different doses of the biocomposite on
the soil biome can be estimated by the change in the ki-
netic parameters of the development of rhizosphere mi-
croorganisms, in particular, by the accumulation of mi-
crobial biomass.

The method for the determination of microbial carbon
in the soil is based on the respiratory response of micro-
organisms to the introduction of glucose (10 g of soil was
mixed with glucose at a proportion of 10 mgC/g) [21].
The biocomposite, after anaerobic treatment, has a high
level of mineralization of sewage sludge with a biotrans-
formed phosphogypsum as mineral base. Therefore, it
was decided to apply this method. It should be noted that
this method is not recommended for use in soils enriched
with fresh decomposed organic matter (straw, manure,
etc.).

According to the X-ray diffractometric analysis [22],
the mineral spectrum of the biocomposite revealed the
following compounds: quartz, gypsum, potassium hydro-
gen phosphate hydrate, ammonium sulfate, calcium car-

bonate, calcium aluminum sulfate and complex sulfide
fraction.

The optimal biocomposite concentrations are deter-
mined experimentally in the range 2.5-7.5 kg/m”.

In this case, microbial biomass can be recalculated ac-
cording to the formula [21]:

Cmicro = 30010_3 Cm3 CO2_C / g—] -h —]' (2)

The determination of organic carbon is carried out us-
ing the Tyurin method, which is based on the decomposi-
tion of organic matter with potassium bichromate in an
acidic medium, according to existing methods [23].

The initial period of incubation is characterized by in-
creased CO, emissions due to the redistribution of nutri-
ents in the soils microzones with mixing, separated from
the period of determination (from O to 5 hours). So, the
calculation of average values was chosen in a 25-hour
interval with a relatively constant rate of CO,.

4 Results and Discussion

4.1 Research of the influence of various
organic-mineral compositions on moving
forms of heavy metals

Figure 2 shows the characteristic of the influence of
various organic-mineral compositions on the reduction
degree of HM mobile forms in the soil (gray forest soils)
with an exposure duration is 2 months.
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Figure 2 — Comparative characteristics of the influence of vari-
ous organic-mineral complexes on the binding process of heavy
metals moving forms (Pb, Cd): BC is biogenic composite,
product of anaerobic processing of the sludge sediments and
phosphogypsum; OMC is organic-mineral compost based on a
mixture of phosphogypsum (10 % by weight), superphosphate
(1 % by weight) and cattle humus; SHSPH is a combination of a
mixture of sodium humate and superphosphate (1:1)

When organic-mineral compost (OMC) is introduced
on the basis of the mixture of phosphogypsum, super-
phosphate and manure, a decrease in the volume of HM
mobile forms by 12 % of the metals total content was
determined under the degree of reduction of HM mobile
forms was achieved 60 %, which is 1.3 times higher than
this indicator compared with tillage using a combination
of a mixture of sodium humate with superphosphate
(SHSPH). There was determined that a more rational
content of OMC composition. But exactly the combina-
tion HM with humic acids is considered a very effective
way of their immobilization when the mineral component
of the soil is involved. However, the artificial introduc-
tion of humates into the soil in a certain composition does
not always determine the high efficiency of the binding of
HM into the forms that are not available for migration,
which indicates the need for additional research and ra-
tionalization of relations in the composition of sodium
humate and superphosphate mixture according to bio-
chemical and physical-chemical soil conditions. Industri-
al humates show a stimulating effect on plant growth, but
depending on the production technology and materials
they demonstrates a certain level of toxic effects in rela-
tively high doses, which should also be taken into ac-
count, because the chemical structure and properties of
natural and industrial humates are different. That affects
their ecological functions in the soil complex.

There is a higher degree of decrease in HM mobility
(at least 70 %) compared with other organomineral com-
plexes under introducing biogenic composite, which is
the product of anaerobic sludge and phosphogypsum
processing. It should be noted that the main characteris-

tics of the biogenic composite were studied in previous
works [22, 24] with the reasoning of certain theoretical
positions of biochemical influence of biogenic composite
on the soil complex.

Thus, it is important to determine the correlation of the
changes dynamics in kinetic quantities that characterize
the effect of different doses of biogenic composite on the
soil biome and the rate of the substrate oxidation over
time using mathematical statistics methods.

4.2 Investigation of the comparison different
approach for biomass oxidative capacity in the
soil microzones

Soil respiration in an ecosystem is often used in com-
plex studies of the level of environmental pollution by
HM. Analysis of changes in the intensity of soil respira-
tion, measured in situ, in several pollution gradients
formed by large point sources of pollutant emission is
used as a rapid method to assess the state of the ecosys-
tem. Evaluate soil respiration by the rate of productive
oxidation of the substrate by soil microorganisms, ac-
cording to the release of carbon dioxide.

By approximating the experimental values, one can
determine the rate of carbon dioxide (C — CO,) emission
in the soil ecosystem by the equation [25]:

v=v"exp(u, 7)+v;, (3)

where v is the initial rate of productive oxidation of
the substrate, mg/(cm3'h); voo — initial velocity of the idle
oxidation of the substrate to carbon CO,, mg/(cm™h);
M, — maximum specific growth rate of microorganisms,
h''; 7 — time, h.

Equation (2) can provide an opportunity to assess the
effect of a biocomposite on the metabolic activity of mi-
croorganisms in the rhizosphere zone, which play an
important role in soil recovery under the biochemical
binding of toxic substances, in particular heavy metals.

In the previous work [24] mathematically determined
the biomass oxidative ability (BOA) of the soil biome,
which determines the protective mechanisms of the soil
complex in a consistent transformation with a biocompo-
site under the process of the interaction in the system
“biotic component — biogenic product — toxicant”. Thus,
with the initial condition 7 = 0 we have got the equation:

k “

! .7=BOA, -5~ h
1+k7f+k7f cm
kd k S .Ybiv

a Porg

where S, — total organic substrate, including the or-
ganic component of the biocomposite, g/cm3; Yio — €CO-
nomic coefficient of biomass output for an additional
substrate — biocomposite; k;— the constant of biochemical
binding or fixation of metals in the organic-mineral struc-
ture; kq is dissociation constant; k, — aggregation constant
(Table 1).

The obtained mathematical mapping of BOA of the
soil biome can be compared with the magnitude of the
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substrate oxidation rate by the soil microbial biomass
with the release of CO, according to the equation (2) and
experimental data (Table 2).

Table 1 — Values of the parameters that determine the biomass
oxidative ability (BOA)

Table 2 — Experimental data

indicators can characterize soil respiration and their com-
parison will allow us to assess the reliability of the math-
ematical dependence that was obtained in [24].

Maximum
Indicator Unit of measurement Value . Dose of specific growth | Microbial
kf — 0.078 Sampling biocomposite, rate of micro- biomass,
kq — 0.013 zone kg/m? organisms ugCl/g
k, - 0.344 U, '
Ypio The soil 0.254 +0.002 192+3
with a dose - - of the 2.5 0.234 +0.002 188+5
of biocomposite: rhizosphere 0.246 + 0.005 183 +£2
2.5 — 1.23 The soil 0.311 £0.002 253+3
5.0 — 2.45 of the 5.0 0.303 +0.004 274 +2
75 _ 2.56 rhizosphere 0.317 £0.003 269 +4
Sore g/cm’ 7.50—14.80 The soil 0.312 £0.002 263 +5
of the 7.5 0.310 +0.004 255+3
The growth rate of microorganisms from equation (2) rhizosphere 0.314+0.002 | 27743

in its essence can characterize the rate of biomass devel-
opment, which is taken into account in dependence (3)
with used economic biomass yield coefficient under an
additional substrate, the biocomposite. This feature can
be used to assess the process of stimulating the develop-
ment of the necessary ecological-trophic groups of mi-
croorganisms. Accordingly, it is important to trace the
presence of a correlation relationship between the rate of
substrate oxidation by the soil microbial biomass with the
release of CO, according to equation (2) and the dynam-
ics of changes in the forms of HM compounds of the soil
biome (equation (3)) depending on the biocomposite dose
applied to the soil. It should be noted, that both of these

BOA directly takes into account the processes of HM
transformation, which can be effectively used for the
environmental assessment of the edaphotops conditions
during the implementation of remediation measures as a
separate indicator of the effectors effect.

Figure 2 shows the comparative dynamics of changes
in the values of the biomass oxidative ability (BOA) of
the soil biome and the rate of the substrate oxidation (v)
over time when various doses of the biocomposite with
the appropriate determination coefficients are applied.

100 . @ BOAI
96 7
o 17 R2=09132
= % BOA2
76 ;
. T2 % /| R2=0,8839
o[t & —7
Ll — BOA3
.60 — 3
s R =0.8901
-3
2 a8
o 43 v
2 4 -
36 § /%
32 @ R*=0.,8172
28 /A
54 : s v2
20 &
16 B R=0,8172
12 ? ——
8 o—— ® v3
! —— = R = 0,7944
0 5 10 15 20 25

Exposure time, h.

Figure 3 — Comparison of changes in the biomass oxidative ability (BOA) of the soil biome and the rate of the substrate oxidation
with the release of carbon dioxide (v) over time when different doses of biocomposite are applied: BOA1 and v1 — with a dose
of biocomposite 2.5 kg/cm?; BOA2 and v2 — with a dose of biocomposite 5.0 kg/cm?;

BOA3 and v3 — with a dose of biocomposite 7.5 kg/cm?
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Thus, the obtained mathematical expression of the
BOA (3) agrees well with the experimental data and their
standard mathematical processing. At the same time, it
allows to describe the soil respiration and the effect of
biocomposite on this process as a result of the leveling of
the heavy metals toxic action on the microbial biome
(described by the values of the constants kg, kg, k,) and
stimulation of the development of soil microorganisms of
the rhizosphere zone (Yy;,) knowing only the total content
of organic matter in the soil.

5 Conclusions

The maximum degree of reduction in the heavy metals
mobility (not less than 70 %) was achieved in the case of
the biogenic composite use based on the research of the
influence on the HM moving forms of such organic-
mineral compositions as a biogenic composite — a
product of anaerobic conversion of sludge sediments and

phosphogypsum, organic-mineral compost based on a
mixture of phosphogypsum (10 % by weight), super-
phosphate (1 % by weight) and manure, and a combina-
tion of a mixture of sodium humate with superphosphate
(1:1).

The experimental data was obtained regarding the ve-
locity magnitude of the substrate oxidation by the soil
microbial biomass with the release of CO,, by the values
of which the growth rate of microorganisms was deter-
mined. Correlation relations of the dynamics in BOA
values for the soil biome and the rate of the substrate
oxidation was proved over time treatment with different
doses of the biocomposite with using mathematical statis-
tics methods.

The development of methodical principles for the rap-
id assessment of the ecological characteristics of the soils
of natural and human-made landscapes will be developed
in further research under rationalizing the biocomposite

dosage on different types of soils.
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Remediation of Soil Contaminated with Heavy Metals
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AHoTanisi. CTaTTs NpUCBsYEHA NOCHIIKEHHIO MPUKIATHUX aClEKTIB peKyJIbTHUBALil IPYHTIB, 30KpeMa MpoIecy
3B’s3yBaHHS BR)KKHX METANiB Ta iHTCHCHU(]iKamii BUPOLIYBaHHS I'PYHTOBOTO MiKpoOioMa 3 BHKOPHCTAHHSIM Pi3HUX
OpraHIYHO-MiHEpaJbHUX KOMIIO3UIIN.: O10TeHHUH KOMIO3HUT, SIKHI € MIPOAYKTOM aHaepOOHOTO TIEPETBOPEHHS 0Ca/IiB
cTiyHHX BoJX i (hocdorincy; opraHiuHO-MiHEpalbHHII KOMIIOCT Ha OCHOBi cyMimi ¢ocdorincy, cynepdocdaty i
TYMYCy BEJHMKOi poraroi XyaoOw; Ta KOMOIHAIif0 CyMmilli Tymary HaTpito i cymepdocdary. Bymna mposeneHa
IHTerpawisi TeOPETHYHNUX 1 EKCIIePUMEHTANBHHUX NPHUHIMIIB B CHHEPreTHYHUH aHali3 B3a€MO3B’S3KIB y CHCTEMIi
«00’€KT — TIpeIMET AOCII/DKSHHS TPU BUBYEHHI AMHAMIKHM 3MiH (JOpM 3HAXOKEHHS BaXKHX METaTiB y IPYHTI.
BincoTkoBuit BMicT MOOUTEHEX ()OPM BaXKKHX METAIIB, IO BUAUIAIOTHCS €KCTPATeHTOM Bij X MUTOBOTO BMICTY IO 1
micnss  oOpoOKM  IPYHTY  OpraHiYHO-MiHEpaNbHHIMH  KOMITO3HIISIMH  BH3HAu€HI 3  BHKOPHCTaHHSIM
CHeKTpo(OTOMETPUYHIM METOZOM. 3IifICHEHO MOPIBHSIHHS epeKTHBHOCTI 00poOKH IpyHTY. BHKOpHCTaHHS METO/IB
MaTeMaTHYHOI CTATUCTUKH IO3BOJIMJIO JAOBECTH KOPEIIIMHHMN 3B’S30K MDK JUHAMIKOIO 3HAYeHb OKHCIIOBAIBHOT
31aTHOCTI GioMacH 11t 6ioMa rpyHTY i IIBUIKOCTIO OKUCIIEHHS CyOCTpaTy [UIsl pi3HOTO BMICTY 010KOMITO3HTY.

KiouoBi cioBa: Baxkki MeTanu, peKyIbTHBALis TPYHTa, OpraHIYHO-MiHepaibHI Kommo3umii, ¢ocdorine, Giom
IPYHTY, OKHCIIIOBAJIbHA 3/IaTHICTH OioMacH.
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