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Abstract. In the article to forecast the trends of development of the state's industry (for example, Ukraine), a 

method for evaluating the parameters included in the classical Cobb-Douglas formula is developed. On the basis of 

the computational experiment it was established that if the values of the production function Y are close to the numer-

ical values and the deviation between them does not exceed 3.7 %, then for approximation of Y in the industry for 

small time periods, it makes no sense to complicate the set of its parameters and coefficients. For forecasting the val-

ues of Yi (Yi  Y) we have evaluated the parameters that are included in the classical Cobb-Douglas formula. To im-

prove the methodology for estimating the coefficients included in the Cobb-Douglas type formula, new variants of 

the multiplicative and additive quality criteria and for the Ukrainian industry are proposed, based on the analytical da-

ta for 2010–2017, the evaluation of the relevant criteria was carried out. 

Keywords: production function, Cobb-Douglas function, quality criteria, industry, industrial products. 

1 1 Introduction 

Over the past decades, a special feature of the practice 

of analyzing manufacturing processes has been the active 

use of special methods of statistics modelling. An im-

portant role in this context belongs to production func-

tions. 

At the present stage of research [1, 2]: 

1) the essence of the production function is that it ena-

bles to formulate concrete alternatives (variants) of the 

combination of factors of production to ensure a certain 

amount of production, that is, the possibility of one factor 

of production to replace others; 

2)  the production function is not only the prospect of 

one of the analytical methods for forecasting the devel-

opment of the state’s economy, but also an applied in-

strument used to assess and compare the effectiveness of 

national economies; 

3)  the macroeconomic production function has a wide 

range of applications  , since its dynamic analysis allows 

to solve such key important tasks: 

– study the dynamics of the efficiency of production 

factors (labor productivity, return on investments); 

– identify factors of production growth; 

– determine the contribution of each production factor 

to the overall increase in production. 

For Ukraine in the conditions of European integration 

[3], where one of the pressing issues is today to identify 

the reserves of the growth of the national economy, the 

use of information about local rates of change in the pro-

duction function can give impetus to the improvement of 

existing mechanisms for management and activation of 

internal factors of development. 

2 Literature Review 

In theoretical and applied analysis, the most widely 

used are the following 4 types of production functions: 

1) linear [2, 4]; 

2) Cobb–Douglas function [2, 5–7]; 

3) function CES (with postmobile elastics) [2]; 

4) Leontief function [4]. 

Their advantages are small number of coefficients (pa-

rameters) [2], which greatly facilitates the statistical eval-

uation, as well as indicators of economic growth (effi-

http://jes.sumdu.edu.ua/
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ciency, intensification), calculated on their basis, have a 

convenient analytical form. 

Among the most famous functions is the classic pro-

duction function of Cobb-Douglas, which has the form 

[5–7]: 

 ,
KALY   (1) 

where A – technological coefficient (or coefficient 

characterizing production efficiency); L – work re-

sources; K – volume of fixed investments; α, β – coeffi-

cients of elasticity for labor and investments, respective-

ly. 

Partial elasticity factor of the product on the funds: 
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Elasticity of the product by labor: 
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These coefficients of elasticity reflect the percentage 

of output growth while increasing resource costs by 1 %. 

These coefficients of elasticity reflect the percentage 

of output growth while increasing resource costs by α, β 

are constant and independent of the factor K, L. 

In practice, the use of production functions, verifica-

tion the sum of the coefficients α and β on one equality is 

very important, since it determines the type of economic 

growth [2]: 

1) α + β > 1 (production function with increasing re-

turn on a scale) corresponds to intensive economic 

growth, and in the case of α > β there is an intensive eco-

nomic growth of labor; at α < β intensive economic 

growth of funds; 

2) α + β < 1 (production function with decreasing re-

turns to scale) means that output is growing slower than 

the growth of the factors K and L, that is, there is no eco-

nomic growth (or other important factors remain outside 

consideration); 

3) α + β = 1 there is an extensive type of economic 

growth (a production function with constant returns on a 

scale). 

Based on research results [8–11] and taking into ac-

count the information in the paper [12], one has to agree 

with the author's opinion [2], that among the important 

factors not taken into account in the production function 

of type (1), it is worth noting the elements of scientific 

and technological progress, in particular, the place and 

role of information technology. The impact of scientific 

and technological progress is manifested in the growth or 

aggregate efficiency of resources, or the effectiveness of 

an individual resource. 

At the same time, the special importance of modern in-

formation technologies for economic growth is presented 

in the work of American economists S. D. Oliner and D. 

E Sichel [11], who carried out the evaluation of the pa-

rameters of the production function, in which the indica-

tors of information technology were included as inde-

pendent factors of production. The authors [11] built a 

model that assessed the impact on the economic growth 

of the following three factors: 

1) investments in the software; 

2) investments in communications; 

3) other costs. 

Here the labor quality index was included as labor 

costs. Quality was taken into account by means of indica-

tors of changes in levels of education, qualifications and 

structure (by level of education and sex) employed – [12]. 

In the context of the analysis of various important fac-

tors of development, one should note the important fea-

ture of the apparatus of production functions, the use of 

which makes it possible to compare the trends of eco-

nomic development of different countries [6, 13–15]. 

An analysis of the methodology for constructing a 

production function using quality criteria, which is the 

purpose of this article, can be considered as one of the 

steps for the active use of the production function in prac-

tice. At the same time, it will enable to activate promising 

directions of research of the Ukrainian economy. 

The achievement of the above goal led to the follow-

ing tasks: 

1) to introduce the mathematical tools of the method-

ology of refining the production function using an ex-

panded set of constant coefficients. 

2) to propose the main elements of the methodology 

for building a production function, using quality criteria 

in practice. 

3 Results and Discussion 

3.1 The mathematical tools of the methodology 

for refining the production function using  

an expanded set of coefficients 

In the paper [6] we propose a method for constructing 

a function Y with variable elasticity coefficients in the 

form: 

     ,,),,(,,,, KLgKLf
KLAAKLY  , (4) 
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where aim, bim – constant coefficients; i(L), m(K) – 

transcendental functions. 

Ukraine is characterized by an unstable development 

of the economy. Output data for Ukrainian industry is 

given in Table 1. These data are generated by analogy in 

accordance with the data given in the papers [5, 6]. 

To data Table 1, we will apply the valuation tech-

nique and take into account the inflation index (Table 2). 

Considering the relative index (Table 2), the obtained 

https://www.google.com.ua/url?sa=t&rct=j&q=&esrc=s&source=web&cd=4&ved=2ahUKEwiR-tH3rrbeAhXBFiwKHe4OBMgQFjADegQIAxAB&url=https%3A%2F%2Fen.wikipedia.org%2Fwiki%2FTranscendental_function&usg=AOvVaw2Bn4FYItdzjUuf9rvC7Bm_
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(calculated) refined data for the parameters Y, L, K and 

are shown in the Table 3. 

Table 1 – Output (general) data on Ukrainian industry [16] 

Year 

Employed popu-

lation L in in-

dustry, thousand 

people 

Volume of sold 

industrial prod-

ucts (goods, 

services) Y,  

million UAH 

Investments 

K in industry, 

million UAH 

2010 3 462 1 043 111 55 384 

2011 3 353 1 305 308 78 726 

2012 3 237 1 367 926 91 598 

2013 3 170 1 322 408 97 574 

2014 2 898 1 428 839 86 242 

2015 2 574 1 776 604 87 656 

2016 2 495 2 158 030 117 754 

2017 2 441 2 625 863 143 300 

Table 2 – Inflation indicators in Ukraine [16] 

Year 
Inflation 

index, % 

The value of the inflation index Inf 

relative to 2010 year 

2010 109.1 1.000 

2011 104.6 1.046 

2012 99.8 1.044 

2013 100.5 1.049 

2014 124.9 1.310 

2015 143.3 1.878 

2016 112.4 2.111 

2017 113.7 2.400 

Table 3 – Data on Ukrainian industry considering the inflation 

index, million UAH 

Year 
Volume of sold industrial products 

(goods, services) Y 

Investments 

K 

2010 1 043 112 55 384 

2011 1 248 000 75 263 

2012 1 310 200 87 738 

2013 1 260 600 93 016 

2014 1 090 400 65 813 

2015 946 000 46 683 

2016 1 022 500 55 792 

2017 1 094 100 59 708 

 

For data Table 3 received a production function of a 

classical type in the form: 

 25.075.0

0 298.0 KLY  . (7) 

For function (7) according to Table 3, square deviation 

is established  0 = 0.108. 

Using the approach of constructing the function of  Y 

with variable coefficients, similar to that in [6], Y1 was 

given a more complex form 

 
KLKL

KLAY 321321

11

  , (8) 

for which the mean-square deviation 1= 0.093, that is 

less comparing with  0 by 14 % (/i  0.14). Here A1, 

1, 2, 3, 1, 2, 3 – are constant coefficients for a giv-

en dataset. 

To find the refined value 1, the classical econometric 

and mathematical method of exponential smoothing is 

used to clarify the errors of the results of econometric 

studies for the Ukrainian industry which do not exceed 

1 = 8 %. 

In the paper [6], the deviations of the  i, i for agricul-

tural products in Ukraine do not exceed 37 % (/i  

0,37). 

The ratio (8) shows 7 coefficients A1, 1, 2, 3, 1, 2 

and 3, which can be considered conditionally constant 

for a given set of data, in particular for industry. If we 

choose data for a period of 7 years, then we will deter-

mine the coefficients of this type with a high accuracy 

that does not exceed the accuracy of the relevant statistics 

1. Relevant constraints will be derived from the princi-

ples of statistics and metrology for a particular category 

of research, in particular for the parameters Y, L, K, 

which characterize the Ukrainian industry. 

Since the analysis of the effectiveness of using the 

production function with variable coefficients in the tasks 

of the study of manufacturing problems, there is a need in 

the first approximation to test the advanced method of 

constructing production functions [6]. 

We draw attention to a plurality of data in the Table 3.  

Data from Table 3 for Yi (2010, 2014, 2016, 2017) are 

similar and their errors (deviations from the mean value) 

do not exceed 2 = 3.7 %, that is, significantly less error 

systems of the type 1 (2 < 1). In this case, the task of 

determining the coefficients A1, 1, 2, 3, 1, 2 and 3 

will be mathematically incorrect and as a result, as estab-

lished on the basis of a computational experiment, these 

coefficients will be estimated with a large error of 

3  20–35 %. 

On the basis of the data analysis Table 3 observe the 

unstable development of Ukrainian industry. Therefore, 

there is no point in forecasting trends in the development 

of industry in Ukraine to apply the ratio (8). Here it is 

expedient to use the ratio of type (7) for certain small 

intervals of time, for example, for 2010–2012 and 2012–
2015. For these small periods of time, it is advisable to 

estimate the rate of change in the coefficients type A, , 

, and information about them to use to predict trends in 

the volume of sales of industrial products (goods, ser-

vices) Y . 

3.2 Elements of the methodology of 

constructing a production function  

using quality criteria 

Like in the works [17, 18] we use the product to evalu-

ate the quality of products (industry) kP = {k1k2k3}, 

where k1 – coefficient of commercial gain, k2 – coeffi-

cient of product competitiveness level –  [19], k3 – coeffi-

cient of product reliability. 

Similarly to [17, 18] and taking into account the in-

formation given in the Table 3 and [20–23], the multipli-

cative qualimetric quality criterion will be presented as: 
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 max, 
6

1

1 
i

ikZ  (9) 

where k4 – coefficient of the level of quality (reliabil-

ity) of the parameters of the type of production function 

Yi; k5 – coefficient of quality (reliability) of type parame-

ters L, 1, 2, 3; k6 – coefficient of quality (reliability) of 

type parameters K, 1, 2, 3. 

Let’s mention the quality criterion of Z2 in the additive 

form in the same way as in scientific work [17]: 

 ,
6

1

2 



i

ii kaZ  (10) 

where aj (j = 1, 2, …, 6) – weight coefficients. 

In the first approximation we choose aj = 1/6, а 
kj = 1/i. In the first approximation, as an example, let it 

be k1 = k2 =k3= 1/1  12.5. 

According to the Table 3, it is evaluated: k4= 2.83, 

k5 = 2.90, and k6 = 5.13. 

As a result, Z1 = 214 402, Z2 = 17.11.     (11) 

If the errors of the parameters corresponding to the 

methodology for assessing the quality criteria of the cor-

responding methodology can be reduced, then the integral 

parameters of type Z1 and Z2 will be increased. 

4 Conclusions 

According to the results of the research, a method for 

evaluating the parameters included in the classical Cobb-

Douglas formula is developed. On the basis of the com-

putational experiment it was established that if the values 

of the production function Y are close to the numerical 

values and the deviation between them does not exceed 

3.7 %, then for approximation of Y in the industry for the 

period 2010–2017, it makes no sense to complicate its 

appearance. To predict Yi values, we evaluate the parame-

ters that are included in the classical Cobb-Douglas type 

formula. To improve the methodology for estimating the 

coefficients included in the Cobb-Douglas type formula, 

new variants of the multiplicative and additive quality 

criteria and for the Ukrainian industry are proposed, 

based on the analytical data for 2010–2017, the evalua-

tion of the relevant criteria was carried out. The above 

example has an analytical orientation and illustrates the 

possibility of using a Cobb-Douglas formula for analyz-

ing the coefficients of a given model with sufficient relia-

bility. Research focused on controlling the development 

of industry in Ukraine by means of quality criteria. 
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Анотація. У статті на прикладі України розроблено методику оцінювання параметрів класичної формули 

типу Кобба–Дугласа для прогнозування тенденцій розвитку промисловості держави. На основі 
обчислювального експерименту встановлено, що для значень виробничої функції Y, близьких за числовими 
значеннями і відхиленнями до 3,7 %, апроксимування Y у сфері промисловості для невеликих часових 
періодів є неможливим з огляду на ускладнення множини її параметрів та коефіцієнтів. Для прогнозування 
значень Yi (Yi  Y) проведено оцінювання параметрів, що входять до класичної формули типу Кобба–Дугласа. 
Для удосконалення методики оцінювання коефіцієнтів, що входять до цієї формули, запропоновано нові 
варіанти мультиплікативного та адитивного критеріїв якості. Виходячи із аналітичних даних за 2010–2017 

рр., проведено оцінювання відповідних критеріїв для промисловості України. 

Ключові слова: виробнича функція, функція Кобба–Дугласа, критерії якості, промисловість, промислова 
продукція. 
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Abstract. This paper study experiment by utilizing Polylactic Acid (PLA) which was printed with 3D Printing 

technology by taking the form of origami-shaped crash box pattern designed for MPV cars. The first step is to design 

crash box origami patterns with CAD software, and continue with the mold wax design. Then print the model in the 

Cura software. Then print the mold with approximately 56 hours 31 minutes and spend a 16.38 m long PLA filament 

weighing 128 g. Then pour wax, as for the wax used is carnauba wax with the temperature of pouring into the mold 

approximately 110 °C, let it chilled for 11 minutes then the mold is released from the wax. The final step is inspec-

tion. The result of this experiment is that the PLA-based mold is capable of printing the origami-shaped crash box 

pattern well, shown by clear printing of sharp indentations both inside and outside. Percentage of nonconformity with 

design area A of 0.52 %, area B of 0.43 %, area C of 0 %, area D of 10.8 %, area of E1–4 of 0 % and area E5 of 

3.2 % are obtained. A comparison of the overall size of the design with the experiment was 0.29 mm. PLA tends to 

show consistency of experimental results. This is shown in the consistency of experimental results 1 to 3 in areas A, 

B, C and E. But there are inconsistencies in the experimental results in area D which represents the thickness dimen-

sion. This is influenced by changes in mold patterns which are affected by temperature pour wax into the mold and 

trigger the change of mold due to heat received continuously. 

Keywords: carnauba wax, mold, PLA, sharp indentation, crash box pattern. 

1 Introduction 

Investment casting is a metal casting process with re-

sults having high precision. This method is used to pro-

duce several diverse and complex industrial components 

(Huang and Lin, 2015). This consists of several process-

es, namely: making wax patterns, coating ceramic por-

ridge, and pouring (Liu et. at, 2015).  In the process of 

making mold wax, in some industries using iron so that 

the resulting pattern can be precise. However, wax molds 

made of iron requires a high cost for some circles. The 

researchers conducted experiments to solve this issue, 

using silicone rubber-based wax molds (Kuo and Shi, 

2012). The advantages of rubber-based silicon molds 

producing precised assembly and 2.19 % shrinkage di-

mensions. As it develops, the silicone rubber mold is 

given by the taguchi method, producing optimal tempera-

ture in the tax process is the injection temperature of 

82 °C, injection time of 2 seconds, injection pressure of 

0.06 MPa and mold temperature of 60 °C  (Kuo and Tsai,  

 

 
2015). Other study produced an optimal temperature of 

5 °C mold temperature, 85 °C for wax temperature, at 

5.05 MPa (Rahmati et. al., 2007). The research also de-

veloped for aluminum-filled of epoxy resin mold. The 

main benefits of this technique include low production 

costs, a simple manufacturing process, and a short time of 

total process (Kuo et. al., 2017). At present the three-

dimensional (3D) printer moves are fast, not least in en-

gineering. Some researchers conducted research using 3D 

printers combined with changing the material phase for 

making wax molds (Wang and Millogo, 2012). 

In this paper, mold wax is made using 3D printing and 

filament made from Polylactic Acid (PLA) which in-

cludes aliphatic polyester biodegradable thermoplastic 

material. To test the ability to print complex and thin 

objects, a candle pattern in the form of a crash box ori-

gami pattern is used. 

http://jes.sumdu.edu.ua/
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2 Research Methodology 

2.1 CAD modelling 

The pattern used in this paper is the origami-shaped 

crash box pattern (Ma and You, 2013) which has been 

modified to be applied to the MPV (Multi-Purpose Vehi-

cle) Car which circulates in Indonesia (Kusyairi, 2017). 

This experiment prints half of the origami pattern crash 

box, as seen in Figure 1. The cross section is rectangular 

in shape and has a thickness of 3 mm in all parts. This 

will be a challenge when pouring wax into the mold, 

which has sharp angles and curves. 

 

 

Figure 1 – Origami-shaped crash box pattern 

The mold wax design in this paper is as shown in  

Figure 2. In Figure 2.a, it is divided into 2 parts, the in-

side and the outer parts of the mold. In the inner mold, 

the outline consists of two parts, but the actual part is the 

most complicated part, because in the 3D printing process 

it is divided into 5 parts. This is so that the mold is easily 

removed and does not have to damage the wax. The outer 

mold generally consists of 1 part, but in the 3D Printing 

process is divided into 2 parts, where between the inner 

and outer mold is connected to the nut so that there is no 

shift when pouring wax into the mold. 

 

 
a b c 

Figure 2. Origami-shaped crash box pattern mold:  

a – inner part; b – outer part; c – mold hilistically 

2.2 3D printing process 

After designing the pattern of the object to be printed 

and the mold wax design, the next step is to print the 

mold with 3D Printing which is operated with cura soft-

ware. The material used is PLA and its properties can be 

seen in Table 1. Setting the cura software by entering 

temperature data of 240 
o
C, diameter of 1.75 mm at a 

speed of 30 mm/s. The time required for the mold making 

process is 56 hours 31 minutes and consumes a 16.38 m 

PLA filament weighing 128 g. The results of the 3D 

Printing process can be seen in Figure 3, with a not-so-

smooth surface. 

Table 1 – Material properties of PLA (Farbman, McCoy, 2016) 

Properties Parameters 

Melting Point 175 °C 

Density  1.23–1.25 g/cm3 

Elongation at Break 3.8 % 

Glass Transition 60–65 °C 

Tensile Strength 57.8 MPa 

Flexural Strength 55.3 MPa 

Tensile Modulus 3.3 GPa 

Flexural Modulus 2.3 GPa 

 

 

Figure 3 – 3D Printing result 

2.3 Wax pouring 

In this experiment, carnauba wax material is used. This 

material was obtained from palm trees that grow in Brazil 

with the Latin name Copernicia pruniferacerifera. The 

content of these waxes are fatty esters (80–85 %), free 

alcohols (10–15 %), acids (3–6 %) and hydrocarbons  

(1–3 %) (Sandhu and Sharma, 2012). Carnauba wax is 

widely used in the investment casting process because it 

has high dimensional accuracy. The carnauba wax prop-

erty material is shown in Table 2. After the mold has 

been printed, the next step is to coat the mold with a non-

sticky liquid, which functions to make the wax easily 

separated from the mold. The next step is heating the wax 

to a temperature of 85–120 °C. After a while, the wax is 

poured into the mold and is chilled for 11 minutes. Next, 

separating the mold one by one from wax. 

Table 2 – Material properties for a carnauba wax (Rani, 2013) 

Density Melting point Flash 

Point 

Volumetric 

shrinkage 

970 kg/m3 82–86 °C 300 °C 5.45 

 

2.4 Inspection 

After the wax has been printed 3 times, the next step is 

measuring the experimental results. The measured area is 

as shown in Figure 4. It consists of five areas to be meas-

ured, in area A represents the long dimension, area B 

represents the width dimension, area C represents the 

high dimension, area D represents the thick dimension, 

and area E represents the angular dimension. After the 

measurement process, the next step is to calculate the 

percentage dimension mismatch PDD = (Δy/x)·100 %, 

where x – design dimensions; Δy –  the differences of 

design and result dimensions. 
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Figure 4 – Measurement area:  

A1 – length of distance between the outer corner; A2 – length  

of distance between the middle angles; A3 – length of distance 

between inner angles; B1 – width The distance between the 

outer corner; B2 – width distance between the middle angles; 

B3 – width distance between inner angles; C1–4 – height  

of objects; D1–4 – thicknesses; E1–4 – angular width;  

E5 – high angle 

3 Results 

Experiment results can be seen in Figure 5. It looks 

like the pattern has been successfully printed; this is evi-

denced by the formation of wax in accordance with the 

design. The inside of the experiment results can follow 

the outer grooves so well that the inner sharp angles are 

able to form, this can be seen in Figure 5.a. On the out-

side, the shape matches the design and the curve of the 

angular pattern is able to form, this can be seen in Figure 

5.b and 5.c. The roughness of the wax surface tends to 

follow from the surface structure of the mold. In this 

experiment, the molds made from PLA from the 3D pro-

cess have a non-smooth surface. This affects the results 

of the smooth surface of the wax. 

 

   
a b c 

Figure 5 – Experimental results: top (a), front (b)  

and side (c) views 

In Table 3, there is a comparison of the size and per-

centage of non-conformity with the experiment. In area A 

which represents the long dimension, the percentage of 

non-conformity with the design is 0.52 %, in area B is 

0.43 %, in area C is 0%, in area D is 10.8 %, in the area 

of E1–4 – 0 % and in the E5 area the height of the angle 

is 3.2 %. 

Data Table 3 shows that PLA can be used as a wax-

making mold. This is evidenced by the comparison of the 

overall size of the design with the experiment of 

0.29 mm, as shown in Figure 6. Mold wax made from 

PLA has an average difference with experiments in the 

length dimension 0.6 mm, width of 0.17 mm, height of 

0.05 mm and thickness of 0.65 mm. This means that PLA 

can be used for parts that have a tolerance below 1 mm. 

Table 3 Results of the size experiment and presentation of non-conformity design 

Area 
Design  

size 

Test 1 Test 2 Test 3 
Average  

size, mm 

Average  

difference,  

mm 

Average  

percentage,  

mm 
Size, 

mm 

Percentage 

(%) 

Size, 

mm 

Percentage, 

% 

Size, 

mm 

Percentage, 

% 

A1 121.5 119.5 1.6 119.5 1.6 119.5 1.6 119.5 2.0 1.6 

A2 114.5 112.7 1.6 112.7 1.6 112.7 1.6 112.7 1.8 1.6 

A3 107.0 106.0 0.9 106.0 0.9 106.0 0.9 106.0 1.0 0.9 

B1 75.5 75.0 0.7 75.0 0.7 75.0 0.7 75.0 0.5 0.7 

B2 68.5 69.0 -0.7 69.0 0.7 69.0 -0.7 69.0 -0.5 -0.2 

B3 61.4 62.0 1.0 62.0 1.0 62.0 1.0 62.0 -0.6 1.0 

C1 60.0 60.0 0.0 60.0 0.0 60.0 0.0 60.0 0.0 0.0 

C2 60.0 60.0 0.0 60.0 0.0 60.0 0.0 60.0 0.0 0.0 

C3 60.0 60.0 0.0 60.0 0.0 60.0 0.0 60.0 0.0 0.0 

C4 60.0 60.0 0.0 60.0 0.0 60.0 0.0 60.0 0.0 0.0 

D1 3.0 3.0 0.0 3.0 0.0 3.0 0.0 3.0 0.0 0.0 

D2 3.0 3.4 13.3 3.2 6.7 3.0 0.0 3.2 –0.2 6.7 

D3 3.0 3.4 13.3 3.8 26.7 3.4 13.3 3.5 –0.5 17.8 

D4 3.0 3.6 20.0 3.9 30.0 3.2 6.7 3.6 –0.6 18.9 

E1 10.0 10.0 0.0 10.0 0.0 10.0 0.0 10.0 0.0 0.0 

E2 10.0 10.0 0.0 10.0 0.0 10.0 0.0 10.0 0.0 0.0 

E3 10.0 10.0 0.0 10.0 0.0 10.0 0.0 10.0 0.0 0.0 

E4 10.0 10.0 0.0 10.0 0.0 10.0 0.0 10.0 0.0 0.0 

E5 40.0 38.7 3.2 38.7 3.2 38.7 3.2 38.7 1.3 3.2 
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Figure 6 – Average difference between  

the design and experiments 

Table 3 shows the consistency of experimental results 

1 to 3. It can be seen that the results of the area A1 of the 

overall wax pattern consistently produce a measurement 

of 119.5 mm. Likewise for A2 and A3 areas produce 

consistent sizes. In area B, there is also a consistent 

measurement between the first experiment and the third. 

In area C, which represents a high dimension, it is con-

sistent with all experimental results and also in accord-

ance with the size of the design. PLA-based molds are 

also able to form angles consistently, this can be seen in 

the E1–4 areas which still show the same size in each 

experiment, and more than that the resulting dimensions 

are the same as the design size. This can be seen further 

in Figure 7, which shows the constitution of experimental 

results. 

But this is different from area D which represents the 

thickness dimension; there are inconsistencies size of 

experimental result 1, 2 and 3. This is due to the PLA 

pattern that has shaped mold wax has changed. The first 

change occurs when the mold is finished with 3D Print-

ing, the second change occurs when the mold is poured 

into wax which reaches a temperature of approximately 

110 °C. This makes PLA experience a sideways change 

in shape, where the inner and outer molds are narrowed 

and widened. This can be seen when experiments 1, 2, 

and 3 results vary. Form changes can be reduced by en-

larging the thick dimensions of the mold. 

PLA is able to form a wax pattern that has the com-

plexity of objects with the same results in each process, 

but this is only to produce in small quantities. If used 

continuously with quantity equated with molds made of 

metal, PLA-based mold will change shape and will pro-

duce products that are not precise anymore. Continuous 

heat when pouring wax into molds made from PLA will 

cause the mold to change shape continuously, this is what 

will cause inconsistency. 

4 Conclusions 

PLA-based molds are able to print origami pattern 

crash box well, this can be seen by the clear printing of 

sharp indentations both inside and outside. But the sur-

face does not have a smooth surface, this is because fol-

lowing the results of the surface roughness of 3D Printing 

products. It is necessary to examine more effective ways 

to smooth the surface of the results of 3D Printing. 

Percentage of nonconformity with design area A at 

0.52 %, area B at 0.43 %, area C at 0 %, area D at 

10.8 %, area E1–4 at 0 % and area E5 – at 3.2 %. 

 

Figure 7 – Consistency of the experimental results 

PLA can be used as a mold composition used for wax 

making. This is evidenced by the comparison of the over-

all size of the design with the experiment of 0.29 mm. 

PLA tends to show consistency of experimental re-

sults. It is shown in areas A, B, C and E that there is con-

sistency of experimental results 1 to 3, but in contrast to 

area D which represents the thickness dimension, there is 

an inconsistency in the experimental results. This is due 

to the pattern of PLA that has been shaped as mold wax 

has changed. The first change occurs when the mold is 

finished with 3D Printing, the second change occurs 

when the mold is poured into wax which reaches a tem-

perature of approximately 110 °C. This makes PLA expe-

rience a sideways change in shape, where between the 

inside mold and the outer mold is narrowing and widen-

ing. This can be seen when experimentations 1, 2 and 3 

result vary. Form changes can be reduced by enlarging 

the thick dimensions of the mold. 
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Дослідження полілактиду як матеріалу для свічкового лиття  
в руйнівних шаблонах у формі орігамі 

Кусяірі І.1, Хімаван Х. М.1, Хоірон М. А.2, Іраван Й. С.2 

1 Державний політехнічний інститут м. Маланґ , вул. Джалан Сукарно Хатта, 9, 65141, м. Маланґ, Індонезія;  
2 Університет Бравіджайа, вул. Джалана, 65145, м. Маланг, Індонезія 

Анотація. Стаття присвячена експериментальним дослідженняи полілактиду, надрукованого за 
технологією тривимірного друку руйнівного шаблону формі орігамі, призначеного для автомобільної 
промисловості. Перший етап досліджень присвячений моделюванню шаблона з подальшим проектуванням 
форми для свічкового лиття із застосуванням відповідного програмного забезпечення. Другий етап 
стосується лиття приблизно 56 год. і 31 хв. з витратами волокон полілактиду довжиною 16,38 м вагою 128 г. 

Після виливання карнаубського воску з температурою розливання у прес-форми 110 °С, матеріал 
охолоджується впродовж 11 хв., після чого форма виділяється. На останньому кроці відбувається перевірка. 

У результаті експерименту встановлено, що форма з полілактиду здатна відбивати добре виражений рисунок 
руйнівного шаблону. Підтверджене чітке відбиття різких відступів як внутрішніх, так і зовнішніх. Відсоткова 
невідповідність форми у зоні A складає 0,52 %, B – 0.43 %, C – 0 %, D – 10.8 %,  E1–4 – 0% і E5 – 3.2 %. 

Порівняльний аналіз підтвердив загальне відхилення форми від експериментальних даних 0,29 мм. Таким 
чином, продемонстрована послідовність експериментальних досліджень полілактиду в зонах A, B, C і E. 

Проте є невідповідність експериментальних даних у зоні D, що відповідає за товщину, у результаті зміни 
форми шаблона під впливом температури розливання воску. 

Ключові слова: карнаубський віск, форма, полілактид, різкий відступ, руйнівний шаблон. 
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Abstract. Composites with different configuration of fiber (E-Glass) and metal (Aluminium) laminates were fab-

ricated and tested for grasping optimum hybrid structure. GLARE (Glass laminate aluminium reinforced epoxy) is a 

unique composite recently being used by wide engineering domains like defense body and vehicle armors, aerospace, 

marine and structural applications. The GLARE hybrid composites are manufactured by adding very thin layer of al-

uminium sheets (surface treated) on the surface of unidirectional E-Glass fiber fabrics in presence of epoxy polymer. 

Firstly three hybrid GLARE laminates were fabricated with different volume fractions. Consequently, impact and 

flexural behaviors are measured by izod, charpy impact and flexural tests for all volume configurations. Impact re-

sistance of such hybrid laminate is intensively great. The results depicts that the linear metal volume fraction (MVF) 

increment on fiber metal laminates greatly increases impact energy absorption capacity of composites and little dif-

ference in flexural modulus. Finally the fractured surfaces were analyzed by optical microscope. 

Keywords: GLARE composite, impact energy, flexural test, epoxy polymer, aluminium sheet, E-Glass fiber.

1 Introduction 

The authentic approach and supplementary evolution 

of GLARE / Fiber metal laminates (FML’s) are com-

menced in 1980–90’s to use in the high fatigue areas of 

civil modern aircrafts (Airbus A380 upper fuselage) and 

defense armors [1]. The exclusive nature of polymer 

composites such as low crack propagation rate and higher 

tolerance on damage pushes the researchers to utilize it 

among various engineering applications. PMC’s are well 

known for its enhanced mechanical properties and tailor-

ability [2]. Glass fibers are one of the emerging and ver-

satile materials available in practically incalculable quan-

tity and supply. Silica is a major chemical constituent of 

glass fiber. It exhibits appropriate property like transpar-

ency, electrical and chemical resistivity, inertness and 

stability [3–5]. Castrodeza [6] used compliance technique 

to calculate crack resistance of Bidirectional compact 

tension GLARE composite specimens and reported that 

elastic compliance technique provides highly accurate 

and predictable results on flexural and crack propagation 

behavior of the GLARE composites (Table 1). 

In [8] Gopalakrishnan Ramya Devi fabricated fiber 

metal sandwich (Hand layup process) structure made up 

of aluminium sheet AA1050, woven E-Glass Fabric rein- 

 

 

forced with epoxy polymer and analyzed various drilling 

parameters and reported that influence of stacking se-

quence on impact parameters of fiber metal configura-

tion. 

Santiago reported that higher volume fraction of metal 

layers results in good impact resistance [9]. Gonzalez 

studied tensile behavior of low ductile aluminium rein-

forced FML’s and reported that an increase in the metal 

composition may results in higher strain to failure [10]. 

Aghamohammad et al., studied surface morphologies of 

various fractured fiber metal laminates by using pro-

filometry, SEM and optical microscopy, they reported 

that FPL-Etching and anodizing treatments remarkably 

improves the flexural properties of FML’s [11]. 

This proposed work focuses on fabrication of hybrid 

GLARE composites with different fiber metal laminate 

(FML) volume fraction; flexural and impact study of 

hybrid configurations under varying load conditions; 

fractured surface morphological analysis with different 

magnification ratios by using Olympus metallurgical 

microscope; identification of optimum hybrid structure 

for proposed applications. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).c2
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2 Research Methodology 

2.1 Material 

The epoxy LY 556 polymer base matrix (density 
0.9 g/cm

3
, viscosity 1.25·10

4
 cP) was used to fabricate 

hybrid laminates supplied by Covai Seenu and Company, 
Coimbatore, Tamilnadu-India. W152 LR hardener (densi-
ty 1.2 g/cm

3
, viscosity 1.30·10

4
 cP) used as resin acceler-

ation catalyst. The resin hardener mixed in the proportion 
of 65/35. AA 2024 (thickness per layer 0.1 mm) laminat-
ed E-Glass fiber with areal density of 200 g/m

2
 supplied 

by Hindustan composite solutions, Mumbai-India, is 
utilized as reinforcement. Properties of reinforcements 
are shown in Table 1. 

Table 1 – Properties of reinforcement, MPa 

Parameter Value 

Maximum strength 35 

Young modulus 2.45·105 

Fracture toughness 229 

Yield Stress 365 

 

2.2 Laminates preparation 

The volume fraction of a resin-fiber mixture is calcu-
lated by the following relationship: 
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where Wf1,2, Wm – weight of fibers 1, 2 and matrix;  
ρf1,2, ρm – density of fibers 1, 2 and matrix. 

The reinforcement and matrix volume fraction of all 
the three hybrid laminates were depicted in Table 2. 

Table 2 – FML volume fraction, % 

Specimen 
Reinforcement  

(Al + E-Glass) 

Matrix  

(Epoxy) 

GLARE 1 70 30 

GLARE 2 65 35 

GLARE 3 60 40 
 

Similarly micro surface of the specimens before test-
ing is exposed in Figure 1 a, b in the magnification ratio 
of 100 X and 200 X respectively. 

In the proposed study GLARE hybrid composites with 
different volume fraction configurations were fabricated 
by Vacuum Assisted Resin Transfer Molding Process, 
which is well known for its quality of finishing and non-
pores strong products. Three hybrid laminates 
(250×250 mm plate) as shown in Table 2 were fabricated 
and samples were prepared as per ASTM standard by 
water jet machining process. The surface and edge 
smoothened samples of Impact (izod and charpy) and 
Flexural tests are shown in Figure 1. 

2.3 Characterization 

The impact tests were carried out by the AIT-300N 

impact pendulum which has strike velocity of 5.6 m/sec, 

pendulum diameter 1600 mm, hammer weight 18.7 kg. 

ASTM D256 and ASTM D6110 standards were followed 

for izod and charpy tests respectively. The three point 

bending tests were done for specimens made as per 

ASTM 790 standard (80×13×3 mm) using Instron 4486 

(short head speed 4 mm/min). The test results are report-

ed for various hybrid GLARE laminates. 

 

  
a          b 

Figure 1 – Optical microscope images of specimens before test 

for the magnification ratio 100 X (a) and 200 X (b) 

 
 a        b         c 

Figure 2 – Charpy (a), Izod (b) and  

flexural (c) impact test specimens 

3 Results and Discussion 

3.1 Impact tests 

Charpy and izod impact test results of hybrid GLARE 

laminates were shown in Figure 3. The 70 % fiber metal 

laminate reinforced composites shows better impact re-

sistance than other two composites. 

Comparison of energy absorption rate of fiber metal 

laminates shows that the higher FML volume results in 

better energy absorption. The above results clearly de-

picts among 60, 65, and 70 % of fiber volume fractions 

60 and 70 % FML shows good resistance against impact 

energy where as 35% epoxy matrix GLARE laminate has 

moderate impact resistance. Specimen 3 (70 % FML 

reinforced) absorbs 15 % higher impact load than other 

two configurations due to its great inter facial bonding 

between metal laminates and matrix. Results show that 

higher the volume fraction possesses better mechanical 

properties. 
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a 

 
b 

Figure 3 – Izod (a) and Charpy (b) impact test results 

3.2 Flexural test 

Figures 4 and 5 provides the stress-strain and force 
displacement relationship curves 60, 65, and 70 % of 
fiber metal reinforced laminates. Among these three hy-
brid laminates 65 % FML reinforced samples shows 
20 % higher flexural modulus than other two configura-
tion. It clearly indicates that moderate FML reinforce-
ment improves the flexural property significantly. 

 

 

Figure 4 – Stress-strain curve 

 

Figure 5 – Force-displacement curve 

3.3 Optical microscope analysis 

The characteristics of the flexural and impact tested 

composite surfaces of the proposed work are studied with 

optical microscope (Olympus Metallurgical Microscope). 

Cross sectional specimens of fractured surface were pre-

pared for analysis. The observed microscope images con-

taining matrix material, Aluminium and E-Glass lami-

nates are shown in Figure 6. 

 

  
a          b 

Figure 6 – Cross-sectional optical microscope images  

of fractured surface for matrix (a) and Aluminium /  

E-Glass laminates (b) 

The results portrays that the deformation or breaking 

of fiber laminates are restricted by the aluminium rein-

forcement. Contemporaneously aluminium laminates 

shows uneven fracture. These phenomena spectacles the 

moderate weight percentage inclusion of FML considera-

bly enhances the mechanical properties of GLARE. 

4 Conclusions 

Epoxy matrix aluminium laminated glass fiber rein-

forced (GLARE) composites fabricated by vacuum as-

sisted resin transfer molding with different volume frac-

tions and its impact, flexural behavior and fracture sur-

face analysis were done. The test results shows that high-

er fiber metal laminate volume possesses excellent impact 

resisting property, dynamic mechanical property and very 

minor crack propagation, whereas moderate FML volume 

possess good flexural property than higher volume of 
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FML. Both the static and dynamic mechanical testing 

reveals that inclusion of metal layers into the fibers pro-

vides higher resistance to catastrophic failure. The pro-

posed outcome of this research is suitable for high 

strength aerospace applications, armors of the defense 

industry and high impact ballistic profiles. 
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Вплив об’ємної концентрації алюмосилікатних фолокон  
на гнучкість гібридних алюмополімерних композитів 

Сантош М. С., Сашікумар Р. 

Технологічний коледж Сільвам, 7 Салем шлях, 637003, Намакхал, м. Тамілнаду, Індія 

Анотація. Композити з різною структурою алюмосилікатних волокон були виготовлені і випробувані для 
отримання оптимальної гібридної структури. Алюмополімерний композит є унікальним матеріалом, який 
останнім часом має широку сферу використання в інженерії, оборонному комплексі, транспортних засобах, 

аерокосмічній і морській галузях. Гібридні композити GLARE виробляються із додаванням надтонкого 
поверхнево обробленого шару алюмінію на поверхні однонаправлених тканин E-Glass із включеннями 
епоксидного полімеру. Спочатку було виготовлено декілька матеріалів GLARE з різним фракційним складом. 

У результаті досліджувалась поведінка матеріалу при згинанні для виявлення усіх параметрів гнучкості. 
Виявлено надвеликий коефіцієнт ударного опору такого гібридного матеріалу. Результати показали, що 
збільшення концентрації металу значно збільшує здатність поглинання енергії на композит, а також 
підтвердили незначну зміну модуля пружності першого роду. Наостанок, зруйновані поверхні були 
досліджені із застосуванням оптичного мікроскопу. 

Ключові слова: алюмополімерний композит, енергія впливу, тест на гнучкість, епоксидний полімер, 
алюмінієвий лист, алюмосилікатне волокно. 
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Abstract. A mechanism for blocking and subsequent annihilation of endogenous microcracks due to their intra-

structural self-correction has been proposed. It has been established that during tribomechanical processes of friction 

interaction under conditions of additive influence of temperature fluctuations and specific loads in the contact zone, 

all possible factors take place simultaneously, from the point of view of physicochemical anomalous transformations 

in the solid phase, as a result of which thermal destruction of carbides and the formation of structurally free α-

graphite. The test results prove that the anti-friction surface layer, which contains graphite, is formed in the run-in re-

gime. The composition and the equilibrium roughness of the surface layer are reproduced and maintained throughout 

the normal range of wear, and also form an integral system of dynamically stable wear-resistant structures. 

Keywords: detonation spraying, wear resistance, surface layer, structural adaptability, doping. 

1 Introduction 

Among the technological problems that are associated 

with the surface strength of metallic materials under fric-

tion, damageability, as opposed to the regeneration pro-

cess, is of particular importance. There are many types of 

damage, and the results are often the idem. The process 

can be represented as the result of nucleation and subse-

quent growth of cracks, the onset of which is preceded by 

plastic deformation. The study of the processes of nuclea-

tion and development of destruction, as well as the inhibi-

tion and regeneration of cracks in materials, is an actual 

task. 

Papers [1, 2] present the results of studying the laws of 

the effect of all-round pressure and temperature on the 

kinetics of the process of healing the pores and cracks of 

grain boundaries in polycrystalline materials. In [3, 4], 

data on the transformation of defects such as flat mi-

crocracks in the material of parts under the influence of a 

high-energy pulsed electromagnetic field were obtained. 

The processes that occur in the material during the pro-

cessing of metal samples with short pulses of high-

density electric current are also researched. In [5, 6], the 

results of processing a pulsed magnetic field of samples 

with a crack on their resistance to fracture are presented. 

It is noted  that the action of a pulsed magnetic field causes  

 
 

stress relaxation due to plastic flow at the crack tip. Note 

that the tip of the crack is often blunted. In [7, 8], studies 

of the structure and properties of metals, the deformation 

of which occurs at high constantly operating hydrostatic 

pressures, are analyzed. In this case, as established, the 

greater the compressive stresses, the more plastic defor-

mation the material can undergo without destruction. 

Describing the overall state of research, both in our 

country and in the world, it can be noted that the existing 

technologies are ineffective, their implementation pre-

sents certain difficulties in operating conditions, especial-

ly in non-stationary conditions, and does not have a sim-

ple and reliable solution for real production. 

In the surface layers, under friction loading, mi-

crocracks and pores are formed, the kinetic development 

of which determines the durability resource of moving 

couple. However, in turn, the creation of conditions for 

their inhibition and regeneration may be one of the prom-

ising ways to improve the wear resistance and durability 

of parts. 

The aim of the work is to study ways to improve wear 

resistance due to intrastructural self-correction of endog-

enous microcracks with carbon nanotubes. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).c3
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2 Research Methodology 

Detonation spraying of nanoscale composite coatings 

was formed with Nb-V-Si nanopowders [9]. Nanopow-

ders were obtained by the method of mechanochemical 

synthesis with the subsequent addition, according to the 

developed technology, of carbon frame structures in the 

form of nanotubes. The maximum length of the nano-

tubes was about a hundred micrometers. The deformation 

energy of nanotubes is inversely proportional to the 

square of the radius; therefore, nanotubes with a diameter 

of tens of micrometers were used. 

The wear resistance of the researched coatings was 

evaluated by the friction of model samples according to 

the end contact scheme with a distributed load and in the 

absence of lubricant. The tests were carried out in contin-

uous slide mode with a load of 10.0 MPa. The thickness 

of the coatings after final processing was 0.20–0.30 mm 

with roughness Ra = 0.63–0.32. At the same time, coat-

ings of the same composition, but not containing carbon 

nanotubes, as well as the traditionally used coatings of 

tungsten-containing powders of the type VC15 and doped 

on the basis of nickel, were tested using the same method. 

A metallographic research of samples of coatings was 

done taking into account the specifics of the tasks being 

solved, by appropriate methods of complex physicochem-

ical analysis. 

3 Results 

The main factors that determine the development of 
mechanochemical processes of friction and which deter-
mine the degree and gradients of elastoplastic defor-
mation, temperature effects, structural phase transfor-
mations, and, ultimately, the main type of wear, are the 
speed of relative movement, load, temperature, environ-
ment. At the same time, there is a stable correlation of 
tribology parameters with plastic deformation processes 
[10]. 

The test results of the researched coatings (Fig. 1) by 
the dependences of the wear intensity on the sliding speed 
at a constant load of 10 MPa. 

As can be seen, nanoscale coatings of the Nb-V-Si sys-
tem with carbon framework structures (nanotubes) have 
the smallest breaking-in duration, wear rate and friction 
coefficient (Fig. 1, curves 1 and 1'). Moreover, it should 
be noted that changes in friction coefficients are con-
sistent with the profile of the wear intensity curve, and its 
stability over time with a monotonous increase in the 
sliding speed indicates a high performance of the coating 
material, for which the main is mechanochemical wear. 

The results of micro X-ray spectroscopic and X-ray 
phase physicochemical studies of nanoscale Nb-V-Si 
coatings with carbon nanotubes made it possible to classi-
fy them as a thin-differentiated phase mixture with an 
average grain size of 35-60 nm and an almost homogene-
ous distribution over the section. 

 

 

Figure 1 – The dependence of wear intensity (1–4) and friction coefficients (1'–4') on the sliding speed of coatings:  

1, 1' – Nb-V-Si nanoscale system containing carbon nanotubes; 2, 2' – type VK15 (WC-Co);  

3, 3' – nanoscale composition of Nb-V-Si; 4, 4'- based on nickel (Ni-Cr-Al-B) 

However, fragments of imprints obtained in absorbed 

electrons and X-rays, which correspond to individual 

bunches with local heterogeneity, were also recorded. 

Their ultrafine structure differs from granular and is close 

to thin-lamellar formations. In our opinion, they are due 

both to nanoscale and to the fact that, during X-ray stud-

ies, the main contribution to the interference function is 

made by metal atoms, since the atomic scattering factor 

for them is much larger than for metalloids. In addition, 

their content is more. 

To determine the properties of nanoscale composite 

coatings and their interaction under operating conditions, 

regularities of interaction of the components included in 

their composition were established. 

It is established that a conglomerate of ultradispersed 

coating components are, first of all, chemical compounds 
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and mechanical mixtures of different composition, size 

and shape. 

The presence of the matrix phase in the form of solid 

solutions of Nb with V and Si, as well as ternary solid 

solutions with inclusions of chemical compounds of the 

VSi type has been established. It should be noted that the 

presence of V and Si contributes to an increase in the 

recrystallization temperature of Nb. Different sizes, but 

with the same distribution over the cross section, were 

determined, strengthening the phases of niobium and 

vanadium silicide’s (Nb5Si3, NbSi2, V5Si3, VSi2, etc.) and 

niobium and vanadium intermetalic metal. The presence 

of niobium, vanadium, silicon carbides (NbC, VC, V2C, 

SiC) and carbide compounds of the type Me'mMe''mC 

(Si2V2C, Si2Nb2C) distributed throughout the coating 

volume was also established. 

In thin-dispersed surface compositions, the main role 

of substructural components becomes. They have both an 

extraordinary chemical activity, which is due to a na-

noscale level, and a significant ability to exchange energy 

and matter with the environment, and are in very non-

equilibrium conditions. Therefore, the formation of sur-

face structures can be considered as self-organization 

processes, as a result of which dynamically stable solid-

phase wear-resistant structures are formed. 

The principal feature of the introduction of carbon 

frame formations (nanotubes) into the composition of 

nanoscale coatings is due to the evolution of their carbon 

atoms under activation conditions. In the process of form-

ing a homogeneous powder mixture under conditions of 

mechanochemical synthesis, the carbon atoms of the end 

layers of the nanotubes are activated and, as a result of 

selective thermal diffusion interaction, form stable chem-

ical compounds. In addition, as a result of detonation gas 

spraying under conditions of structural thermal activation, 

carbon atoms initiate bonds with the metal atoms of the 

surface layer, providing the formation of secondary struc-

tures.  

The process of structural activation is determined by 

the kinetics of nucleation and movement of the imperfec-

tions of the crystal structure in the deformation zone, 

which, in turn, is related to the energy state of the atoms, 

which depends on thermal activation due to their small 

size, activated carbon atoms, leaving the framework 

structure of nanotubes, easily diffuse and their coopera-

tive clusters migrate to the places of formation of mi-

crocracks with excess surface energy. The atomic bonds 

formed due to the chemical and van der Waals attraction 

forces contribute to the creation of interatomic bonds and 

as a result of blocking the development of cracks and 

their subsequent annihilation. Thus, carbon nanotubes are 

actively involved in surface carbonization and providing 

the formation of an anti-friction film chemically bonded 

to the surface of the nanoscale layer. They are also a 

source of active carbon capable of long-term migration 

and chemical interaction during the healing of defects in 

the crystal structure. That is, to reduce their concentra-

tion, especially in the near-surface layers, where both 

dislocation clusters and microcracks are concentrated. 

Figure 2a illustrates typical micrographs of friction 

surfaces. A micrograph of the working surface of the 

sample of the Nb-V-Si coating, which does not have car-

bon nanostructures and for which the development of the 

initial phase of irreversible processes of deformation and 

damage is typical. 

 

  
a b 

Figure 2 – Friction surfaces:  

a – coatings Nb-V-Si; b – Nb-V-Si coating with  

carbon nanotubes (2.7 m/s, 10.0 MPa) 

The surface of the Nb-V-Si coating with carbon nano-

tubes (Figure 2b), there are no signs of macroscopic dam-

age. The friction surface is covered with a continuous 

film of mostly dark color, has no defects, cracks, signs of 

chipping, which confirms its high plasticity and adhesive 

strength. 

X-ray spectral microanalysis of the friction surface de-

termined the presence of a film of α-graphite on the 

nanocoating with carbon nanotubes. This, according to 

the authors, is explained by the structural-energy factor. 

In more detail, the energy partially accumulated by the 

friction surface is concentrated, as is known, in the thin-

nest layer (about hundreds of nanometers) and its density 

in the element of the activated coating volume is close to 

the critical amount of energy that a material can absorb 

before destruction. 

The high density of stored energy under the conditions 

of tribomechanical contact interaction processes, with the 

additive influence of temperature fluctuations and specif-

ic pressures, causes the simultaneous initiation of virtual-

ly all possible physicochemical anomalous transfor-

mations in the solid phase in the friction zone. Also, as a 

result of the thermal decomposition of carbides, structur-

ally free α-graphite is released, on the basis of which an 

anti-friction surface film is formed. 

4 Discussion 

The test results show that a protective surface thin-film 

layer with graphite is formed already during the running-

in process. The composition of the surface layer and the 

equilibrium roughness are reproduced throughout the 

entire range of normal operation and remain practically 

constant, which provides the stability of the indications of 

friction coefficients. At the same time, the metal atoms 

after the partial destruction of surface carbides form sili-

cide and, for the most part, oxide phases. Oxide phases, 

as shown by submicrostructural studies, fill the surface 

microscopic microroughnesses, microcracks and are fixed 



 

 

C 14 MANUFACTURING ENGINEERING: Materials Science 

 

in the micropins of the contacting surfaces. Their anti-

wear and antifriction effects, according to the authors, 

persist for a long time and correspond to the entire period 

of normal operation of the coupling surfaces and are not 

associated only with the running-in period. 

Obtaining an energy level corresponding to a change 

in the specific work of destruction, as shown by calcula-

tions, from 10 kJ/mm
3
 to 85 000 kJ/mm

3
, causes the 

completion of the burn-in process and determines the 

parameters of friction. The friction parameters, in turn, 

are characterized by minimizing the wear rate, correlation 

with friction coefficients, stable roughness and the for-

mation of optimal structures, as well as the properties of 

the surface layers that cause the flow of normal wear. 

Figure 3 illustrates the friction surfaces of the coating 

with carbon nanotubes corresponding to the mechano-

chemical wear mode with the display of the kinetics of 

the local microcrack self-correction process. 

Under the conditions of steady mechanochemical 

wear, using electron microscopic studies using the dark 

field method, it was possible to establish that the inner 

surface zone is a carbide-oxide conglomerate of na-

noscale particles chemically bound to the base material. 

The outer surface object consists of a thin graphite layer 

with nanoscale inclusions that cannot be fully identified. 

However, in our opinion, they even in nanovolumes have 

a complex phase composition and consist of a mixture of 

Nb2O5 (NbO), V2O5, SiO2. 

In accordance with modern views, destruction is not an 

instantaneous act, but is a process that develops over 

time. From the standpoint of kinetics, the moment of 

formation of a crack of critical size, capable of spreading 

spontaneously without receiving external energy (accord-

ing to the Griffith mechanism), is preceded by the gradual 

accumulation of foci of destruction in the form of endog-

enous microcracks. 

 

 

 

Figure 3 – Friction surfaces of Nb-V-Cu coating with carbon 

nanotubes, illustrating the kinetics of the process of self-

correction of a transverse microcrack (2.5 m/s, 10.0 MPa) 

The initiation of the phenomenon of intrastructural 

self-correction of endogenous microcracks in the near-

surface layers of coatings is initiated, firstly, with activat-

ed carbon atoms, and secondly, with the self-consistency 
of two complementary processes. On the one hand, the 

working temperature reaches about 0.2–0.3 Tm, on the 

other hand, the action of compressive stress fields cover-

ing the volume of microcracks, at which both the diffu-

sion mobility of carbon atoms and the tubular diffusion of 

vacancies along the cores of dislocations are activated. 
Studies of the surface layers carried out by fine analy-

sis methods revealed microcrack foci occurring under 

friction loading and found that their average sizes, which 

were identified, are from 0.8 to 2.0 μm at a concentration 
of about 10

16–10
18

 m
–3

 (in volume by two or three orders 

less). The thickness of the surface layer with a high con-
centration of microcracks correlates with the porosity of 

the coating material. 

Thus, the use of carbon frame structures in the compo-

sition of nanoscale coatings is a promising direction of 

surface engineering, providing a significant increase in 

wear resistance and durability of products. 
This publication continues the cycle of systematic re-

search on the creation of promising nanomaterial’s to 

reduce friction coefficients and increase the wear re-
sistance of tribocontacts. 

5 Conclusions 

The validity of the used methodologies and algorithms 
for conducting experimental studies was defined to im-
prove the wear resistance of detonation nanoscale compo-

site coatings due to intrastructural self-correction of en-

dogenous microcracks by carbon frame structures in the 
form of nanotubes. 

It is noted that activated carbon atoms not only form 

surface carbides, but due to their size they easily diffuse 
and are able to migrate to the places of formation of mi-
crocracks, which have excess surface energy. Due to 
chemical and van der Waals attraction, these carbon at-

oms block the development of microcracks and their 
subsequent annihilation. 

It has been established that a high density of energy 

stored in the surface layer under conditions of tribome-
chanical interaction, with the additive influence of ther-
modynamic factors and specific pressures, causes the 
appearance of almost all possible physicochemical anom-

alous transformations in the solid phase in the frictional 

contact zone. In this case, as a result of the thermal de-

struction of carbides, structurally free α-graphite is 

formed. 

The obtained results illustrated that the antifriction sur-
face thin-film layer containing graphite is formed during 
the running-in process, and its composition and equilibri-

um roughness is reproduced and maintained, forming an 
integral system of dynamically stable secondary struc-

tures. In the entire range of normal wear and tear, a dis-

tinctive feature of these secondary structures is that they 
represent an active environmental, in each microvolume 
of which energy is accumulated and released. 
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It has been established that for the formation of pro-

cesses of intrastructural self-correction of endogenous 

microcracks in the near-surface layers, not only activated 

carbon atoms are needed, but also the influence of the 

operating temperature and the effect of compressive 

stress fields that cover the volume of microcracks.  

The test results prove that partial healing of endoge-

nous microcracks accumulating in the surface layers dur-

ing friction due to their intrastructural self-correction 

using carbon frame structures in the form of nanotubes 

more than doubles the durability of coatings. 
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Підвищення зносостійкості покриттів за рахунок  
внутрішньоструктурного самокорегування 

Бабак В. П., Більчук Є. Ю., Щепетов В. В. 

Інститут технічної теплофізики НАН України, вул. Желябова, 2а, 03057, м. Київ, Україна 

Анотація. Запропоновано механізм блокування та подальшої анігіляції ендогенних мікротріщин за 
рахунок їх внутрішньоструктурної самокорекції. Встановлено, що під час трибомеханічних процесів 

фрикційної взаємодії в умовах адитивного впливу температурних флуктуацій і питомих навантажень у 

контактній зоні відбувається одночасна дія всіх можливих впливів з точки зору фізико-хімічних аномальних 
перетворень у твердій фазі, результатом яких є термічний розклад карбідів і утворення структурно вільного 
α- графіту. Результати, отримані під час випробувань, дозволяють припустити, що антифрикційний 
поверхневий шар, що містить графіт, утворюється у режимі прироблення, а його склад, як і рівноважна 
шорсткість, відтворюються і підтримуються, утворюючи цілісну систему динамічно стійких зносостійких 
структур у всьому діапазоні нормального зношення. 

Ключові слова: детонаційне напилення, зносостійкість, поверхневий шар, структурна пристосованість, 
легування. 
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Abstract. The comparison results of the hardness measuring of welded metal and the heat-affected zone of the 

eight welded beads from low-carbon steel obtained by surfacing CO2/MAG with welding bath oscillation influence at 

values of amplitude equaled 0.5 mm (frequency values were 2.5, 3.0, 4.0, and 4.5 Hz) and 4.0 mm (frequency values 

were 3.7, 3.8, 3.9, and 4.0 Hz) are presented. A technological mode was the same for all specimens. The special in-

fluence of amplitude on the hardness value is noted. The structural metal components of the beads with a maximum 

hardness value are presented. An analytical calculation of the beads width depending on the value amplitude equaled 

6 mm and oscillation frequency (values equal 2.5, 3.0, 4.0, and 4.5 Hz) of the weld pool is presented. A comparative 

analysis of the calculated and experimental values of the beads width is given. The influence of the oscillation fre-

quency on the width value is noted. 

Keywords: surfacing, oscillations, amplitude, frequency, acicular ferrite, hardness. 

1 Introduction 

One of the ways to increase the technological strength 

of welded structures is to control for the crystallization of 

the weld pool. A control tool is a welding torch or a melt 

of a weld pool on which a periodic influence in the form 

of vibrations or vibrations is superimposed. Crystalliza-

tion of the weld pool metal in such conditions contributes 

to the formation of a fine-grained structure of the weld 

metal and directional crystal growth it is reasons to ob-

taining high mechanical properties [1–3]. 

The method of imposing oscillations (vibrations) can 

be mechanical, i. e. when the weld pool [1–6, 8–10] or 

the welding tool [2, 7] oscillates during the process of 

welding or surfacing; the use of modulated welding cur-

rent (pulsed current) [11]; periodic influence of an exter-

nal magnetic field [12], which in a certain way influences 

the melt of the weld pool, the welding arc [13] or the 

laser beam [14]. 

However, the simplest and cheapest way to control the 

structure of the crystallizing metal of the weld pool, 

which does not require expensive and complex equip-

ment, is the mechanical method of superimposing exter-

nal oscillations. 

2 Literature Review 

Nowadays, welding technologies with different types 

of mechanical periodic influences on the crystallization of 

a weld pool melt exist and have being investigated. So, 

the use of transverse mechanical vibrations of the weld 

pool makes it possible to increase the hardness of the 

weld metal by 2.5 % at a frequency of 60 Hz and by 

7.3 % at a frequency of 376 Hz [4] on stainless steel spec-

imens. 

The apply of longitudinal oscillations of the weld pool 

with a frequency of 400 Hz and an amplitude of 40 μm 
provides the formation of a weld when welding medium-

carbon steel with significantly improved mechanical 

properties: the yield strength is increased by 21 %, the 

ultimate tensile strength is 26 %, and breaking strength – 

by 39 % compared with specimens were obtained without 

the influence of oscillations [5]. 

In the case of multi-pass manual welding of plane 

stainless steel specimens, the use of vibrations at constant 

amplitude and frequency made it possible to obtain welds 

with a resistance to crack propagation greater by 25 % 

and tensile strength greater by 8.8 % compared to speci-

mens welded without oscillation [6]. Combining the 

transverse oscillations of the welding torch and the pulsed 

http://jes.sumdu.edu.ua/
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mode of welding, it is possible to carry out multi-pass 

automatic welding without the use of a backing plate of 

the seam already at a frequency of 2.5 Hz. Herewith, the 

depth is higher than at a frequency of 5 Hz [7]. 

The apply of vibrations of the weld pool in welding of 

aluminum alloy AA7075 has significantly improved the 

resistance to hot cracking. So, with a frequency of 2050 

Hz reported to the weld pool, it was possible to reduce 

the sensitivity to hot cracking to 20 %, while in the with-

out of vibrations this value reached 82 %. However, the 

apply of vibrations frequency of the order of 100 Hz does 

not only not makes reduce the sensitivity of hot cracking, 

but increases it to 87 % [8]. 

The authors of work [9] executed welding of speci-

mens from mild steel with a vibrator immersed in the 

weld pool and which transmitted vibrations from the 

ERM motor to the weld pool with a maximum frequency 

of 300 Hz and an amplitude of 0.5 mm. specimens weld-

ed at this frequency had an increased micro hardness due 

to the favorable orientation of the crystals and their re-

finement. At the same time, yield strength increased by 

27 %, and ultimate tensile strength – by 23 % compared 

with samples welded without the influence of vibration. 

A key feature of manual welding technology of the 

low carbon and stainless steels specimens with vibrations 

applying described in [10] is the use of vibrating engrav-

ers, where the welder’s hand with a welding torch is 

placed. The vibration frequency in the experiments was 

600 Hz, 800 Hz, and 1 kHz, and the amplitudes were 

0.235, 0.324, and 0.425 mm, respectively. It was noted 

that due to dendrites refinement, it was possible to maxi-

mally (at 1 kHz) increase the impact strength of welded 

specimens by 25 %. 

From the above examples it follows that the use of pe-

riodic mechanical action during the welding process 

forms crystals during the period of crystallization by 

refinement and accelerates their growth, it most favorably 

takes influence the mechanical properties such as hard-

ness, yield strength, impact strength and especially tensile 

strength (an increase of 39 % [5]) and sensitivity to hot 

cracking (decrease to 20 % [8]). 

The aim of this work is to study the effluence of the 

amplitude - frequency characteristics of the weld pool 

low - frequency mechanical oscillations on the weld met-

al hardness and the weld beads width. A key feature of 

the research is the type of transverse oscillations. They 

are reciprocating motion along a circle arc, as shown in 

Figure 1. The deviation angle from the vertical position 

does not exceed 20°. 

3 Research Methodology 

3.1 Experiments 

Experiments are semiautomatic CO2\MAG surfacing. 

As electrode is a steel wire enveloped into the copper of 

type ER70S-6 (C: 0.06-0.15 %; Si: 0.80–1.15 %; 

Mn: 1.40–1.85 %; P: 0.025 %; S: 0.035 %) with a diame-

ter of 1.2 mm is fed by a welding semiautomatic feed 

device (SFD) through the welding torch into arc burning 

zone. 

The surfacing current is controlled by the electrode 

wire feed speed. The wire feed speed is carried out both 

smoothly and discreetly through the corresponding toggle 

switches on the control panel. The surfacing current value 

was determined by an ammeter located on the front of the 

power source. The power source is a rectifier for manual 

and automatic welding, providing a maximum current of 

up to 400 A. 

A welding torch mechanical rectilinear motion is car-

ried out through a movable frame with a smooth control 

tumbler of motion speed. 

A specimen is fixed on a welding frame oscillating 

along a circle arc in the direction perpendicular to the 

surfacing direction. The welding frame oscillations are 

generated by a stepper motor. The amplitude and fre-

quency of oscillations are set directly through the stepper 

motor control panel Figure 2. The maximum frequency at 

which the stepper motor is a stable mode work is 4.5 Hz. 

The amplitude of the surfacing bead stable formation is 

does not exceed 6–7 mm. The welding frame was set in 

oscillatory motion state after 5–7 seconds from the mo-

ment ignition of welding arc. 

 

 

Figure 1 – The welding frame scheme of transverse vibrations 

of the weld pool 

 

Figure 2 – The appearance of the control panel stepper motor 
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Nine plates with size 180×40 mm of low-carbon steel 

thickness 8 mm were used as specimens for surfacing. 

Before surfacing, each specimen was cleared of protec-

tive coating, rust and oils by means of mechanical grind-

ing. 

As gas used in the experiments was technical CO2 – 

99.5 %. Technological modes of surfacing were: 

I = 215 А, U = 26 V; V = 36 m/h; gas flow rate in a range 

of 9–12 l/min; amplitude-frequency responses of the 

welding frame oscillations are presented in Table 1. 

Table 1 – The values of amplitude-frequency characteristics  

at which specimens were obtained 

Specimen no. Frequency, Hz Amplitude, mm 

1 Without oscillations 

2 2.5 

0.5 
3 3.0 

4 4.0 

5 4.5 

6 3.7 

4.0 
7 3.8 

8 3.9 

9 4.0 

3.2 Hardness measurement 

For hardness measure all specimens were cut trans-

versely and then all weld bead cross sections were pol-

ished to purity level of 14. Then there were etched about 

chemically in a 4 % alcoholic solution of nitric acid for 

10 seconds. 

The study of the welded metal structure and heat-

affected zone (HAZ) metal structure, as well as photo-

graphing the structures obtained were carried out on a 

microscope “NEOPHOT-32” and using the 

“OLYMPUS” digital camera. 

Vickers hardness at a load of 100 g (microhardness) 

was measured in the center of casted crystallites. The 

values of the welded beads hardness are presented in 

Table 2. 

3.3 The calculation of welded bead width  

by the amplitude-frequency response 

It is known, in surfacing it is necessary to achieve the 

minimum penetration depth of the base metal and to ob-

tain a weld bead with a maximum width and minimum 

gain. However, to increase the width, it is necessary to 

increase the input of heat into the base metal, that also 

increases the depth of penetration [16, 17]. Using trans-

verse oscillations, it is possible to reduce the penetration 

depth and significantly increase the weld bead width 

without arc current and voltage increase. 

When surfacing a workpiece that performs harmonic 

oscillations by a given law, the width of the weld bead H 

is described by the equation of harmonic oscillator forced 

oscillations: 

 ,2cos2 02

02

2

t
m

F
x

dt

dx

dt

xd    (1) 

Where x – current coordinate of the weld pool melt 

mass center, m; )/(2 2
hрм   – coefficient of viscous 

friction; 2/1

0 )/( lg  – eigenfrequency of free oscilla-

tions of melt; β – viscosity coefficient of melt metal, Pa∙s; 

m – mass of the welding frame on which the specimen is 

fixed, kg; h – distance from the melt mass center to the 

interfacial border, m;  ρls – density of liquid steel, g/cm
3
; 

g – acceleration of gravity, m/s
2
; l – distance from the 

axis of oscillation to the melt mass center, m; F0 – driving 

force amplitude, N; ν – the external oscillation frequency 

that is given, Hz. 

A solution of equation (1) will have the form [18]: 
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driving force tF cos0
 and x(t) coordinate. The driving 

force F0 is related to the torque on the shaft of the step-

ping motor M0, N∙m by the expression: lMF /00  . The 

moment magnitude M0 is determined by the oscillation 

amplitude and the welding frame mass of the frame with 

the workpiece fixed on it by the expression: AmgM 0
, 

where A is oscillations amplitude. 

The weld pool melt within of the heat saturation period 

t has the sphere shape of a volume V, one can approxi-

mately determine the distance from the melt mass center 

to the interfacial border h as the sphere radius: 
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The metal mass of the weld pool m [kg] without taking 

into account the losses for spraying and evaporation tak-

ing into account (2), can be determined by the expression 

[19, 20]: 
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where tI am  - the mass of weld pool metal  because 

of the electrode melting. Where αm = 15–25 g/(А∙h), 

when surfacing /welding in СО2 – the melting coefficient; 

LFmls  – mass of weld pool metal because of the base 

metal melting; Fm – melting cross-sectional area of the 

base metal, m
3
; L – weld pool length, m; сφ – volumetric 

heat capacity, J/(m
3
·K); 

aaUIq   – effective power of 

welding arc, W; η – efficiency of arc heating; Ia – arc 

current, A; Ua – arc voltage, V; λ – coefficient of thermal 

conductivity, W/(m∙K); Тm – metal melting tempera-

ture, K; Тi – initial metal temperature, K; Vsf – surfacing 

speed, m/s. 
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4 Results 

4.1 The influence of amplitude-frequency 

response on the value of hardness 

As a result, the Vickers hardness values of welded 

beads are presented in Table 2. 

The study of the welded metal beads microstructure of 

all nine specimens showed the classical orientation of the 

crystallites - the crystals grow perpendicular to the sec-

tion plane of the metal bath and the base metal. Besides, 

in all specimens the crystallites become larger, as the 

distance from the fusion zone increases [15]. 

In all surfacing variants the structure is same approxi-

mately and consists of various modifications ferrite (po-

lygonal, polyhedral, acicular) and perlite (Figure 3). 

Polygonal ferrite is observed in the form thin lengthen 

extractions along of casted crystallites boundaries. Poly-

hedral ferrite is clusters in the equiaxial ferritic grains 

form. Acicular ferrite is observed in the bodies of casted 

crystallites in the form of basket weaving plates. Perlite is 

observed in the form of dispersed extractions along the 

ferritic grains boundaries. 

Table 2 – The Vickers hardness values of welded beads 

Specimen  

number 

Vickers hardness, kgf/mm2 

elded metal Large grain region Small grain region Partial melt region Base metal 

1 201–210 233–283 240–242 205–207 179–189 

2 201–206 296–297 240–243 193–213 185–187 

3 202–213 294–297 280–283 218–256 176–188 

4 201–206 203–264 198–199 189–190 180–187 

5 199–212 206–254 223–225 165–169 172–186 

6 187–199 198–209 170–176 169–182 169–176 

7 228–236 228 213 199–213 189–191 

8 218–230 213–216 188–213 187–193 181–199 

9 242–245 206–236 191–215 156–264 160–181 

 

 
a 

 
b 

 
c 

Figure 3 – Characteristic types of specimens  

microstructures ×200: a – cross section center of welded bead;  

b – fusion line; c – root part 

According to the Table 2 data, specimens 9 has the 

maximum hardness value is caused by a rather large pro-

portion of acicular ferrite in the crystallites structure 

compared to other specimens. The specimen 6 has the 

smallest hardness value of both the weld metal and HAZ, 

that is due to a significant proportion of polygonal ferrite, 

despite the content of acicular ferrite in the crystallite. 

The highest hardness HAZ value is in specimens 2 and 3 

in areas of large grain, that is a consequence of the pres-

ence of a structure consisting from mixture of upper and 

lower bainite. 

4.2 The influence of amplitude-frequency 

response on the value of width 

For five different the oscillation frequency values ν, 

the calculation was carried out with the technological 

mode parameters: Ia = 100 А; Ua = 20 V; η = 0.8; 

Vsf = 0.003 m/s; and with an amplitude of 6 mm, black 

steel thermophysical properties: αm = 15–25 g/(А∙h); 

ρls =  7.02 g/сm
3
; сφ = 4.8 J/(сm3∙K); Tm = 1 810 K (for 

Fe); Ti = 293 K; λ ≈ 50 W/(m·K); β = (5.0–8.5)·10
–3

 Pа∙s; 
l = 150 mm. 

For the welding frame and workpiece with total weight 

m = 5 kg that is experiencing oscillations with amplitude 

equals up to 6 mm, it is necessary to choose an engine 

with a torque will be not less M0 = 6·5·9.81 = 0.3 (N·m). 

Considering the friction in the bearings, the value 

M0 = 0.5 N∙m is assumed for calculation. 

Also, five welded specimens were obtained at adjusted 

frequencies, amplitude and technological mode. The re-

sults of calculating the welded beads widths and their real 

width values are given in Table 3. The welded beads 

appearance is shown in Figure 4. 

https://ru.wikipedia.org/wiki/%D0%94%D0%B6%D0%BE%D1%83%D0%BB%D1%8C
https://ru.wikipedia.org/wiki/%D0%9A%D0%B5%D0%BB%D1%8C%D0%B2%D0%B8%D0%BD
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Table 3 – The calculated and measured width values  

of the weld beads 

Specimen  

number 

Frequency,  

Hz 

Calculated 

weld bead 

width, mm 

Measured 

weld bead 

width, mm 

1 4.5 13.0 14 

2 4.0 12.0 13 

3 3.0 10.4 12 

4 2.5 10.0 12 

5 
without  

oscillations 
– 8 

 

 

Figure 4 – Weld beads for the different frequencies:  

1 – 4.5 Hz; 2 – 4.0 Hz; 3 – 3.0 Hz, and 4 – 2.5 Hz; 5 – without 

oscillations 

5 Conclusions 

These studies demonstrate a tendency to increase the 

weld bead metal hardness and HAZ with increasing fre-

quency and especially the amplitude of external oscilla-

tions. Consequently, if at amplitude value of 0.5 mm and 

an oscillations frequency of 4.5 Hz, the hardness of a 

welded bead metal did not almost change in comparison 

with a welded bead metal of bead obtained without weld 

pool oscillations, then at an amplitude of 4 mm, the hard-

ness increased 1.16 times. The reason for this effect is to 

increase the degree of fine-grained metal confirmed by 

the results of the work [3], obtained under conditions 

close to that experiments. In addition, this effect is due to 

a significant increase in the proportion of acicular ferrite 

in the weld bead metal compared to the amount of poly-

hedral and polygonal ferrite, which confirms the hypothe-

sis outlined in the work [21] according to it by means of a 

weld pool mechanical oscillations can change not only 

the grain size, but also to form useful structural compo-

nents of the welded metal without introducing additional 

alloying. 

This analytical calculation allows us to estimate the 

weld bead width with an accuracy of 7–20 %. Moreover, 

the lower the frequency, the higher a magnitude of the 

error. This is probably due to a features of a welding arc 

burning, a degree of burning stability of which somewhat 

decreases at a lower frequency due to re-ignition after a 

short circuit. This feature requires further study and is not 

taken into account in this calculation. Also, these studies 

have shown that the frequency is not only a factor in con-

trolling the metal microstructure of the weld bead, but 

also controlling its width, which is confirmed by the re-

sults of the work [22]. 
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Вивчення впливу гармонічних коливань зварювальної ванни на твердість 
зварювального металу і ширину зварного шва 

Лебедєв В. А., Соломійчук Т. Г., Новиков С. В. 

Інститут електрозварювання ім. Є. О. Патона НАН України, вул. К. Малевича, 11, 03150, м. Київ, Україна 

Анотація. У роботі наведено результати порівняння твердості зварюваного металу і зони теплового 
впливу восьми зварних швів з низьковуглецевої сталі, отриманої наплавленням CO2/MAG за впливу коливань 
на зварювальну ванну при значеннях амплітуд 0,5 мм (для частот 2,5, 3,0, 4,0 і 4,5 Гц) та 4.0 мм (для частот 
3,7, 3,8, 3,9 і 4.0 Гц). При цьому технологічний режим був однаковим для всіх зразків. У результаті 
відзначено особливий вплив амплітуди на значення твердості. Також наведені структурні металеві 
компоненти швів з максимальним значенням твердості. Запропоновано методику аналітичного розрахунку 
ширини шва в залежності від амплітуди (дорівнює 6 мм) і частоти коливань (значення 2,5, 3,0, 4,0 і 4.5 Гц) 

зварювальної ванни. Наведено порівняльний аналіз розрахункових та експериментальних значень ширини 
шва. Відзначено вплив частоти коливань зварювальної ванни на ширину зварного шва. 

Ключові слова: наплавлення, коливання, амплітуда, частота, голчастий ферит, твердість. 
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Abstract. This paper has presented improved response performance of two-phase hybrid stepping motor control 

using proportional integral and derivative (PID) tuned outer and inner loop compensators. It is desired to improve the 

response performance tracking of a two-phase hybrid stepper motor to achieved overshoot less than 5 %, settling time 

less than 0.16 s, and rise time less then 0.02 with 2 % criterion. To achieve the objective of the study, a dynamic 

model of a two-phase hybrid stepper motor was obtained in the form of a transfer function. A robust PID tuning tech-

nique was adopted using the single input single output (SISO) Graphic User Interface (GUI) of the design task of the 

Control and Estimation Tool Manager (CETM) of MATLAB software in designing the compensators. A single com-

pensator was designed and added to control loop of a two-phase hybrid stepping motor to improve the response per-

formance. Simulation was performed in MATLAB and an overshoot of 8 % with the single loop compensator. How-

ever, the overshoot of the system requires further improvement. A new control loop was proposed using two-

compensator loop structure. The outer loop and inner loop compensators were designed and added to the two-phase 

hybrid stepper motor control. Simulation was performed in MATLAB and the result obtained showed that with the 

two-compensator loop structure, the overshoot was greatly reduced to 2.6 % with rise time of 12 ms and settling time 

11 ms. This indicates that the response tracking performance of the system has been improved by the combined outer 

and inner loop compensators. 

Keywords: compensator, control loop, graphic user interface, proportional integral and derivative, PID tuning.

1 Introduction 

Stepper motors are a kind of electromagnetic mechani-

cal devices that can transform discrete electric impulses, 

typically of square wave pulses, into linear or angular 

displacement [1]. They are special type of synchronous 

motors designed to rotate through fixed angle called a 

step for each electrical pulse received from control unit 

[2]. They are usually employed in control and measure-

ment applications because of the advantage of easy open 

loop control and no error accumulation which they offer 

[1, 3]. Stepping motors are perfect choice for applications 

with small power (less than 100 W) while maintaining 

fast and efficient positioning control such as in robotics, 

machine tools, servos, aerospace applications, printers, 

and scanners [1, 4]. 

There are various advantages offer by stepper motors 

such as small inertia, great output torque, and high fre-

quency response [1]. These characteristics have made the  

 

 

use of stepping motors to be wide in the industry current-

ly, especially in control applications and measurement [1, 

5]. Apart from the benefits mentioned above, such ad-

vantages like compatibility with digital system and no 

feedback sensor requirement for position and speed sens-

ing [2, 6] have made their use worthwhile in control sys-

tems engineering. However, some drawbacks of stepping 

motor are its relatively long settling time and overshoot 

for a given step response [1]. There are different types of 

stepping motors. One of them is the hybrid stepping mo-

tor. 
A stepping motor that contains the permanent magnet 

rotor and many teeth both on the rotor and stator poles is 

called the hybrid stepping motor. Two- phase hybrid 

stepper motor is stepper motor that contains the perma-

nent magnet rotor and many teeth both on the rotor and 

the  stator  poles [1].  These devices are  most  commonly  

http://jes.sumdu.edu.ua/
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employed in the industry as ensures that the power elec-

tronic circuits are relatively simple because of higher 

efficiencies over the variable reluctance permanent mag-

net stepping motors. 
In this paper, the objective is to develop PID tuned 

two-compensator control loop structure that will improve 

the performance response of a two-phase hybrid stepper 

motor. The system is expected to meet the following 

performance criteria. Overshoot is less than 5 %, settling 

time – 0.16 s, and rise time – 0.02 with 2 % criterion. 

2 Literature Review 

Attiya et al [1] designed a fuzzy-proportional integral 

and derivative (PID) controller for variable speed control 

of two-phase stepping motor in robotic grinding. It aimed 

to improve the speed control performance of two-phase 

hybrid stepping motor. Six motor speed input conditions 

were considered for simulations. Simulations were con-

ducted in MATLAB. Salis et al [12] studied learning 

position controls for hybrid step motors, from current fed 

to full order models. Experimental study of both adaptive 

and repetitive learning position control presented in lit-

erature for voltage-fed hybrid step motors was carried 

out. Liu and Li [13] designed a stepper motor position 

control system based on digital signal processor (DSP). 

An incremental PID control algorithm was designed. 

Experimental and simulation comparison of open-loop 

control and closed-loop with PID effect was conducted. 

With the PID closed-loop control, the results indicated 

that effective improvement of the precision and dynamic 

performance of the stepper motor can be realized. An 

emotional controller for position control of hybrid stepper 

motor derives called Brain Emotional Learning Based 

Intelligent Controller (BELBIC) was proposed by Kha-

lilian et al [14]. It adopted direct torque control technique. 

Simulations were conducted to ascertain the effectiveness 

of the controller and the results obtained indicated fast 

response, no overshoot and zero steady-state error. A 

bang-bang control strategy was proposed in [9] for two-

phase hybrid stepper motor. Current tracking was per-

formed and the current was continuously maintained 

within sustained limit in phase and desired speed ob-

tained. However, the control technique has fast switching 

limitation. Two-phase hybrid stepper motor control using 

Fuzzy-PID is presented by Zhang and Wang [6]. A com-

parison of the Fuzzy-PID with conventional PID indicat-

ed that the former yielded better performance than the 

later. 

Impressively, stepper motors have multiple “toothed” 

electromagnets arranged around a central gear-shaped 

piece of iron [1]. Figures 1 and 2 show the general step-

ping motor main parts and a cross-section of two-phase 

hybrid motor. 

 

Figure 1 – General stepping motor with its main parts[1, 7] 

 

Figure 2 – Cross-section of two-phase  

hybrid stepping motor [1, 8] 

3 Research Methodology 

3.1 Mathematical modelling 

3.1.1 General equations 
Only A typical model of a two-phase hybrid stepping 

motor consists of the shaft mechanical dynamics together 
with the electrical dynamics of the stator coils [1, 9]. The 
electrical response is faster than the mechanical response 
[1, 9, 10] which makes it possible to consider the mathe-
matical dynamics only [9].the model consists of electrical 
and mechanical equations [9]. The electrical dynamics 
are given by [9]: 

  ;ωsinNθKRIV
L

1

dt

dI
maa

a   (1) 

  .ωcosNθKRIV
L

1

dt

dI
mbb

b   (2) 

Mechanical equations are [9]: 
 

dIa/dt = (KmIacosNθ – KmIasinNθ – 

– Bω – TL – Kmsin4Nθ);      (3) 

 

 ω
dt

dθ
  (4) 

where Ia and Ib are the currents in phases A and B re-
spectively, A; Va and Vb are the voltages in phases A and 
B respectively, V; ω is the rotor speed, rad/s; θ is rotor 
position, rad; R is the resistance of the phase winding Ω; 
L is the self-inductance constant, H; B is the viscous fric-
tion constant (N·m·s/rad); J is the rotor inertia, kg·m

2
;  

TL is the load torque, N·m. 
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3.1.2 Transfer function model 

Figure 3 shows the model of a two-phase hybrid step-

ping motor [1]. The open loop transfer function of G(s) of 

two-phase hybrid stepping motor is given by [1, 6, 11]. 

 

 

Figure 3 – Model of two-phase hybrid stepping motor [1] 

The values of the parameters of selected stepping mo-

tor for MATLAB simulation are presented in Table 1. : 

Table 1 –Simulation parameters [8] 

Parameter Value Unit 

L 4.0 mH 

R 1.2 Ω 

J 260 kg·m2 

B 0 N·m·s/rad 

β 1 – 

KDv 100 – 

Ke 0.2 N·m/A 

N 180 – 

Kiv 0 – 

KH 15 – 

Kli 500 – 

Kpi 5 – 

Kpv 500 – 

 

The open-loop transfer function of two-phase hybrid 

stepping motor considered in this paper given by [6]: 

 .
7500s650000s19799ss

100)5)(s2700000(s
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  (5) 

3.1.3 State space model 

The transfer function of a two-phase hybrid stepping 

motor presented in equation (5) is transformed into a state 

space model as follows: 
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Assuming zero initial conditions: 
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The expression in s-domain is converted into time do-

main as follows: 

 ;xx 1  (11) 
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Transforming equations (11)–(15) into state space 

form gives: 
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 500;105ss
X(s)
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Solving equation (18) and transforming it into state 

space form gives: 

   .]xxxx·[01105500y 4321

T  (19) 

Equations (16) and (19) match the general, linear state 

space form: 

 ;BuAxx   (20) 

 ,DuCxy   (21) 

where D = 0 for simulation in this paper. 

3.2 System Configuration and Compensator 

Design 

3.2.1 System configuration 

Two closed-loop structures of the two-phase hybrid 

stepper motor control system were considered in this 

paper as shown in Figures 4 and 5. The structures con-

form to single-input single-out feedback loop of the 

MATLAB control tool. The loop has two compensators, 

two summing points, and a unit feedback gain. 

 

 

Figure 4 – Initial system configuration 
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Figure 5 – Final system configuration 

3.2.2 Compensator design 

In this paper, three compensators were designed using 

proportional integrating and derivative (PID) tuning 

method. Automatic (balanced performance and robust-

ness) design mode was adopted. This was achieved using 

the SISO graphic user interface (GUI) design task of the 

Control and Estimation Tool Manager (CETM) of 

MATLAB software. The first compensator, C(s) was 

designed and added to the control loop and simulation 

performed as shown in Figure 4. In a bid to further im-

prove the response performance of the plant, two-

compensator control technique was developed, with outer 

loop compensator, C1(s) and inner loop compensator, 

C2(s) as shown in Figure 5. Tables 2–4 show parameters 

of the developed compensators. 

Table 2 – Parameters of compensator, C(s) 

Type Location Damping Frequency 

Real Pole –175.40 1 175.4 

Integrator 0.0 –1 0.0 

Real Zero -83.3 1 83.3 

Table 3 – Parameters of compensator, C1(s) 

Type Location Damping Frequency 

Real Pole –2.38 1 2.38 

Integrator 0.00 –1 0.00 

Real Zero –1.18 1 1.18 

Table 4 – Parameters of compensator, C2(s) 

Type Location Damping Frequency 

Real Pole –1.00 1 1.00 

Real Pole –5.88 1 5.88 

Real Zero –1.00 1 1.00 

Real Zero –1.00 1 1.00 

The gain of the compensator is equal to 0.6, 944.1 and 

3.0 for data presented in Tables 2, 3, 4 correspondently. 

Hence, the mathematical expressions of the compensa-

tors are given by equations (22)–(24). The closed loop 

control structure for the simulation in MATLAB envi-

ronment is shown in Figure 5: 
 

;
0.0057s)s(1

0.012s10.6·C(s)
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4 Results 

This section presents the simulation results obtained in 

MATLAB. Figure 6 is simulation results for control loop 

simulation of the plant (uncompensated). With first feed-

back compensator added to the forward path of the 

closed-loop, simulation was conducted and result ob-

tained is shown in Figure 7. Figure 8 is the simulation 

result of the final proposed closed control system for two-

phase hybrid stepping motor with two-compensator con-

trol algorithm. Figure 9 is the Bode stability plot of the 

proposed two-compensator closed loop control.  The 

performance comparison of the system for various simu-

lation cases considered is presented in Table 5. 

 

 

Figure 6 – Step response plot for uncompensated system 

 

Figure 7 – Closed loop step response with compensator C(s)  

 

Figure 8 – Closed loop step response with two-compensator 
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Figure 9 – Bode plot of the final simulation closed-loop system 

Table 5 – Characteristics performance comparison 

Characteristics uncompensated C(s) C1(s) and C2(s) 

Rise time (s) 8.3·10–7 0.01 0.02 

Settling time (s) 1.6·10–6 0.07 0.11 

Overshoot (%) 0.0 8.01 2.56 

5 Discussion 

The step response performances of the various cases 

considered are presented in Table 5. It can be seen that 

the result of the uncompensated two-phase hybrid step-

ping motor control loop shown in Fig. 6 is quite promis-

ing. However, the response performance gives 0 % over-

shoot and below the setpoint value. This indicates that the  

system is sluggish and requires that the response being 

improved to enhance the setpoint tracking performance. 

With the first compensator C1(s) added to the forward 

path of the closed loop control structure, the step re-

sponse curve (Figure 7) shows that system characteristics 

performance is enhanced with a better tracking perfor-

mance. However, the system overshoot is higher than the 

desired overshoot (less than 5 %). In Figure 8, the step 

response performance of the system is well improved by 

the proposed two-compensator control network for two-

phase hybrid stepper. A more preferred stable control 

loop is achieved with better tracking performance than 

the single loop compensator control system. Figure 9 

shows the stability plot of the proposed control loop 

structure for a two-phase hybrid stepper motor. The plot 

shows that the system is stable 

6 Conclusions 

This paper has successfully simulated a two-compensator 

control loop network for two-phase hybrid stepper motor. 

Though many control techniques using bang –bang con-

trol, conventional PID, Fuzzy-PID, and other form of 

controllers have been widely implemented in Literature. 

However, in this paper, a new approach has been pro-

posed which combines two-compensator in a two-phase 

hybrid steeper motor control loop to improve tracking 

response performance. The result obtained shows that the 

developed control system meets the required performance 

criteria in terms of rise time, settling time, and % over-

shoot. 
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Покращення характеристики керування двофазним гібридним кроковим  

двигуном із застосуванням PID-налаштованих компенсаторів  
зовнішнього та внутрішнього контурів 

Ониека Е. Б.
1
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2
, Нкірука А. П.

2
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2 Кафедра електротехніки та електроніки, Університет Ч. О. Оджуку, м. Улі, Нігерія 

Анотація. У статті наведено поліпшену характеристику керування двофазним гібридним кроковим 
двигуном із використанням PID-налаштованих компенсаторів зовнішнього та внутрішнього контурів. 

Підвищено ефективність відгуку двофазного гібридного крокового двигуна до досягнутого пере регулювання 
нижче 5 % і часу регулювання 0,16 с. Для досягнення мети дослідження створено динамічну модель 
двофазного гібридного крокового двигуна за допомогою передаточної функції. Обрано надійну методику 
PID-налаштування, яка використовує єдиний вхідний сигнал із застосуванням графічного інтерфейсу 
користувача, а також диспетчера інструментів контролю та оцінки програми MATLAB для проектування 
компенсаторів. Для підвищення ефективності відгуку один компенсатор спроектовано і вбудовано до 
керуючого контуру двофазного гібридного крокового двигуна. Числове моделювання виконувалось у 
програмі MATLAB, а коефіцієнт перерегулювання становив 8 % для одноланкового компенсатора. Однак 
наявне перерегулювання системи вимагає подальшого її удосконалення. У зв’язку із цим, було 
запропоновано новий контур керування із використанням структури з двокомпенсаторним контуром. У 
результаті розроблено компенсатори зовнішнього і внутрішнього контуру, які застосовані при керуванні 
двофазним гібридним кроковим двигуном. Числове моделювання здійснювалось із застосуванням MATLAB, 
а отриманий результат показав, що для двокомпенсаторної структури перерегулювання було значно 
скорочено до 2,6 % з часом регулювання 12 мс. Цей результат свідчить про покращення ефективності 
системи відстеження відгуками шляхом застосування комбінованих зовнішніх і внутрішніх контурів 
компенсаторів. 

Ключові слова: компенсатор, контур керування, графічний інтерфейс користувача, пропорційні інтеграл і 
похідна, PID-налаштування. 
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Abstract. In this study, the Ritz variational method has been applied to solve the bending problem of rectangular 

Kirchhoff plate resting on Winkler foundation for the case of simply supported edges and transverse distributed load. 

The problem was presented in variational form using energy principles to obtain the total potential energy functional. 

Ritz technique was then used to find the generalised displacement parameters which minimized the total potential en-

ergy functional; where basis functions were choose to apriori satisfy the boundary conditions. Analytical solutions 

were obtained which were found to be identical with Navier’s series solutions for the general case of arbitrary dis-

tributed transverse load, as well as the specific cases of point loads, sinusoidal load, uniform and linearly distributed 

loads. 
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1 Introduction 

Problems of the flexure of plates resting on elastic 

foundations are fundamental in geotechnical and structur-

al engineering and analysis. They are encountered in the 

analysis and design of foundations such as column foot-

ings, combined footings and raft foundations. They are 

also encountered in problems of structural analysis that 

are mathematical analogues of the plate on Winkler foun-

dation problem. Many theories exist for the analysis of 

the flexural behaviour of plates. They include: Lagrange 

plate theory, Germain theory, Kirchhoff theory, Von 

Karman theory, Reissner [1, 2] theory, Mindlin [3], 

Shimpi [4] theory, Reddy [5] theory, and other variants of 

Refined plate theory and shear deformation plate theories. 

Kirchhoff plate theory also called the classical thin plate 

theory is adopted in this paper. The fundamental hypothe-

sis of the Kirchhoff plate theory includes: 

1) straight lines normal to the plate’s middle surface 

remain straight after bending deformation; 

2) straight lines normal to the plate middle surface be-

fore deformation remain normal to the middle surface 

after bending deformation; 

3) the thickness of the plate does not change during 

flexural deformation. 

The Kirchhoff plate theory is a two dimensional ap-

proximation of the mathematical theory of elasticity ap-

plied to plates to determine the stress and deformation 

fields in thin plates subject to forces and moments under 

different restraint conditions. It is an extension of the 

Euler-Bernoulli beam theory, and assumes that a middle 

plane surface, neutral during deformation can be used to 

represent a three dimensional plate in two dimensional 

form (Mama et al, [6]). The obvious merits of Kirchhoff 

plate theory include: 

1) the problem is reduced to two dimensional one; 

2) the uncoupling of bending  and stretching behav-

iours; 

3) the linear nature of the governing partial differential 

equation; 

4) stresses can be calculated from the stress-

displacement relations; 

5) it is commonly applied. 

The most significant defect is the neglect of transverse 

shear deformation and its inability to model cases in 

which shear deformation plays a significant role. The 

interaction of soil on the foundation structure is repre-

sented by the soil reactive pressure distribution (Case-

lunghe and Erikson, [7]). 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).d2
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Many models exist for describing the soil interaction 

on the foundation structure. The elastic foundation mod-

els are classified as discrete parameter models, simplified 

elastic continuum models and elastic continuum models 

(Rajpurohit et al, [8]; Ghaitani et al, [9]). In discrete pa-

rameter models, the elastic foundation is modeled as a set 

of closely spaced discrete individual springs that may or 

may not be coupled to one another. In continuum models, 

the mathematical theory of elasticity is used to find com-

plex analytical expressions that describe the soil reaction. 

Simple elastic continuum foundation models are models 

that may be described as simplifications of the theory of 

elasticity formulation for the soil reaction. Discrete pa-

rameter foundation models include: Winkler [10], Paster-

nak [11], Filonenko-Borodich [12], and Hetenyi [13] 

foundation models, as well as generalised two- and multi-

parameter foundation models. 

The simplest representation of soil reactive pressure 

distribution is provided by the classical Winkler founda-

tion  model which replaces the subgrade by a mechanical 

analogy made up of single bed of closely spaced inde-

pendent vertical springs, without interaction with one 

another. In the Winkler foundation idealization, the soil 

reaction at any point on the foundation (plate) is directly 

proportional to the deformation of the foundation (plate) 

at that point. Thus, analytically, 

 ( , ) ( , )sp x y k w x y , (1) 

where p(x, y) is the soil reactive pressure distribution 

at an arbitrary point (x, y) in the plate-soil interface area, 

w(x, y) is the corresponding vertical deformation and ks is 

the constant of proportionality, representing contact pres-

sure per unit deformation – commonly referred to as the 

Winkler coefficient or coefficient of subgrade reaction or 

simply the subgrade modulus. 

Hence in the Winkler model, ks is the only foundation 

parameter characterizing the elastic response of the soil, 

Winkler’s foundation has the basic demerit of resulting in 

a vertical deformation of only those springs alone that are 

located under the loaded region. Thus the Winkler model 

leads to discontinuity of vertical deformation at the edges 

of the loaded plate. In addition, the Winkler model im-

plies that a point undergoes vertical deformation that is 

independent of the vertical deformation of other adjoining 

points; which is not in line with elasticity findings. These 

shortcomings have led to the development of other dis-

crete parameter foundation models that account for the 

effect of shear interaction (Pasternak, [11]). However, the 

simplificity of the Winkler model and its long term famil-

iarity has ensured its usage till today. The Filonenko-

Borodich, and Pasternak foundation models are two pa-

rameter discrete parameter foundation models where the 

soil reaction pressure is given generally by (Pasternak, 

[11]): 

 2

1 2
( , ) ( , ) ( , )p x y k w x y k w x y   , (2) 

where k1 and k2 are two discrete parameters of the 

model, and 2
 is the Laplacian operator with respect to 

coordinates x, y. In the Kerr [14] model, a shear layer is 

introduced in the numerator Winkler foundation and the 

shear layer separates the elastic bed into two beds with 

two different spring constants, k1 for the first layer inter-

facing the plate and k2 for the second layer making con-

tact with a rigid base. 

The governing differential equation of the Kerr [14] 

foundation is given by 

 2 22

2

1 1

1
k G

p p k w G w
k k

       
 

, (3) 

where k1 is the spring constant of the first layer, k2, the 

spring constant of the second layer and w(x, y) is the de-

flection of the first layer, G is the shear modulus of the 

shear layer which separates the first and second layers in 

a Kerr foundation. 

The research [15] expanded the previous work done by 

Mama et al [6] by considering new particular types of 

distributed transverse load namely, bisinusoidal distribu-

tion and linear distribution over the entire plate domain 

and using the Fourier sine transform method. In addition, 

paper [15] considered and solved numerical problems for 

simply supported Kirchhoff plates resting on Winkler 

foundations for different values of the dimensionless 

Winkler parameter; for cases of uniformly distributed 

transverse load on the plate domain. 

Other researchers who have studied the plate on elastic 

foundation problem are: Althobaiti and Prikazchikov 

[16]; Zhong, Zhao and Hu [17]; Li, Zhong and Li [18]; 

Li, Zhong and Tian [19]; Li et al [20]; Zhang, Shi and 

Wang [21]; Agarana, Gbadeyan and Ajayi [22]; Are, 

Idowu and Gbadeyin [23]; Agarana and Gbadeyin [24]; 

Tahuoneh and Yas [25]; and Ye et al [26]. 

The research aim is to apply the Ritz variational meth-

od to obtain solutions for the flexural problem of simply 

supported Kirchhoff plate resting on Winkler foundation 

for cases of transversely distributed loads. The specific 

objectives include: 

1) to obtain the Ritz variational statement of the prob-

lem of Kirchhoff plate on Winkler foundation for the case 

of arbitrary distribution of transverse loads; 

2) to solve the variational problem using the energy 

minimization principle to obtain the general solution for 

the deflection for any distributed load as well as the cor-

responding internal force resultants; 

3) to obtain solutions for deflections and internal forc-

es for particular types of transverse loads namely: 

– point load P0 applied at a known point (x0, y0) on the 

plate domain; 

– bisinusoidal distributed load over the entire plate 

domain; 

– uniformly distributed load over the entire plate do-

main; 

– linearly distributed load over the plate domain. 
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2 Research Methodology 

Kirchhoff plate theory was adopted for the plate while 
Winkler foundation model was used to describe the soil 
reaction pressure on the plate. Kirchhoff plate theory is 
based on the following kinematic assumptions: 

1) straight lines normal to the middle surface remain 
straight after deformation; 

2) straight lines normal to the middle surface remain 
normal to the middle surface after deformation; 

3) the thickness of the plate does not change during 
flexural deformation. 

Using the strain energy density for a generalised three 
dimensional state of stress, the generalized Hooke’s 
stress-strain law for isotropic elastic plates and the fun-
damental assumption of thin plate theory, the bending 
strain energy functional Ub for the Kirchhoff plate is ob-
tained by the following formula: 

 2 2 2
2 1

2
( ) ( )( )b xy xx yy

R

D
U w w w w dxdy       , (4) 

where R is the two dimensional domain of the plate on 

the xy coordinate plane, D is the plate flexural rigidity 

given by 

 
3

2
12 1( )

Eh
D 


; (5) 

h is the plate thickness, wxx denotes the second partial 

derivative of w(x, y) with respect to x, while wxy is the 

mixed partial derivative of w(x, y) with respect to x and y 

variables. 

The potential energy of the distributed transverse load 

p(x, y) is given by 

 ( , ) ( , )
R

V p x y w x y dxdy  . (6) 

The potential energy functional due to the Winkler 

foundation is given by: 

  21

2
( , )s

R

W k w x y dxdy  , (7) 

where ps(x, y) is the soil reactive pressure on the plate. 

The total potential energy functional   then becomes 

 b sU W V    ; (8) 

The problem of flexure under static transverse loads 

for Kirchhoff plate on Winkler foundation then reduces to 

one of finding the value of the deflection w(x, y) that 

minimizes the total potential energy functional expressed 

as the abovementioned equation; a problem situated in 

calculus of variations. Thus, for equilibrium of the Kirch-

hoff plate on Winkler foundation problem 

 0  , (9) 

where   denotes the first variation in the total po-

tential energy functional. 

Ritz variational method is based on the principle of 

minimum total potential energy functional for equilibri-

um. The principle states that the displacement field (func-

tion) that corresponds to the minimum total potential 

energy functional represents a state of equilibrium, pro-

vided the displacement function satisfies the given 

boundary conditions. Thus, the Ritz variational method 

seeks to obtain the displacement field defined over the 

plate domain such that the total potential energy func-

tional of the Kirchhoff plate on Winkler foundation carry-

ing known transverse distributed load is minimized. In 

the Ritz method, the unknown displacement field (func-

tion) w(x, y) is sought or defined in terms of a finite or 

infinite number of basis (shape or coordinate) functions 

as follows: 

 ( , ) ( ) ( )mn m n
m n

w x y w X x Y y
 

 , (10) 

where Xm(x) and Yn(y) are the basis (coordinate or 

shape) functions in the x and y coordinate directions re-

spectively, chosen such that they identically satisfy the 

end condition along the x and y directions respectively; 

and wmn are the generalised displacement parameters 

which are sought. 

For Kirchhoff plate on Winkler foundation, extremiza-

tion of the total potential energy functional (8) in terms of 

the unknown generalised displacement parameters wmn 

 0

mnw





 (11) 

allows obtaining the system of algebraic equations: 

 
1 1 1 1

mn mn mn
m n m n

k w F
   

   
  . (12) 

3 Results 

3.1 Arbitrary distributed load p(x, y) over  

the simply supported Kirchhoff plate 

A rectangular Kirchhoff plate of length a and width b 

resting on Winkler foundation as shown in Figure 1 was 

considered. 

 

 

Figure 1 – Kirchhoff plate on Winkler foundation  

under arbitrary load, p(x, y) 
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The geometric and force boundary conditions at the 
simply supported edges are: w(0, y) = w(a, y) = 0; 

2 2

2 2
0 0( , ) ( , )

w w
x y x a y

x x

 
   

 
; w(x, 0) = w(x, b) = 0; 

2 2

2 2
0 0( , ) ( , )

w w
x y x y b

y y

 
   

 
. 

The displacement basis functions that satisfy the 
boundary conditions are: 

     ( ) sin sinm m

m x
X x x

a


   ; ( ) sin sinn n

n y
Y x y

b


   , (13) 

where m

m

a


  ; n

n

b


  . 

For simply supported plates, the Gaussian curvature 

given by ( 2

xy xx yyw w w ) contributes nothing to the total 

potential energy since its integral vanishes and   simpli-
fies to: 

 
2 2 21

2 2
( )

R R R

D
w dxdy kw pw dxdy       . (14) 

Let the arbitrary distributed transverse load be repre-
sented using Fourier sine series as 

 
1 1

( , ) sin sinmn
m n

m x n y
p x y p

a b

 

 

 
  . (15) 

where pmn are the Fourier coefficients of the distribut-
ed load, then 

2
2 2

2

1

2
mn

m n

D m n
w I

a b

              
      

 + 2

1 1

1

2
mn mn mn

m n

k w I p w I
 

 ,       (16) 

where 

 2 2

1

0 0

sin sin

a b
m x n y

I dxdy
a b

 
   . (17) 

Extremizing   with respect to the generalised coordi-
nates after simplifying allows obtaining 

 

 
2

2 2

mn
mn

p D
w

m n k

a b D


          
    

. (18) 

Using the dependence 

 
0 0

4
( , )sin sin

a b

mn

m x n y
p p x y dxdy

ab a b

 
   , (19) 

it can be obtained: 

 
2

2 2

sin sin

( , )
mn

m n

m x n y
p

a bw x y

m n k
D

a b D

 
 


             
     

 . (20) 

In this case, the bending and twisting moments are 

 

2 2

2
2 2

sin sinmn

xx
m n

m n m x n y
p

a b a bM

m n k

a b D

 
            
    

             
     

 ; 

 

2 2

2
2 2

sin sinmn

yy
m n

n m m x n y
p

b a a bM

m n k

a b D

 
            
    

             
     

 ; (21) 

 
2

2 2

1

cos cos

( )
mn

xy
m n

m n m x n y
p

a b a bM

m n k

a b D

 
     

    
          
    

 . 

3.2 Ritz variational solutions for  

point load P0 at (x0, y0) 

For the case of point load P0 applied at the arbitrary 

point x0, y0, within the plate domain, the Fourier series 

coefficient pmn is 

 0 0 0
4

sin sinmn

P m x n y
p

ab a b

 
 . (22) 

Then, the solutions for transverse deflections and 

bending moments become: 

  
0 0

0

2
2 2

4
sin sin sin sin

( , )
m n

m x n y m x n y

P a b a bw x y
abD m n k

a b D

 
   


          
    

  

  
2 2

0 0

0

2
2 2

4
sin sin sin sin

xx
m n

m x n ym n m x n y

P a b a a b bM
ab m n k

a b D

 
              
    

          
    


 (23) 

  
2 2

0 0

0

2
2 2

4
sin sin sin sin 

yy
m n

m x n yn m m x n y

P b a a a b bM
ab m n k

a b D

 
              
    

          
    


 

where m, n = {1, 3, 5, …}. 

When the point load is applied at the center of the 

plate (x0 = a/2, y0 = b/2), the maximum deflection and 

bending moments would occur at the plate center and are 

found as: 

   
2 2

0

2
2 2

4 2 2

2 2

sin sin

,
m n

m n

Pa bw
abD m n k

a b D

 
 


          
    

  

   
2 2

2 2

0

2
2 2

4 2 2

2 2

sin s  in

,xx
m n

m n m n

P a ba bM
ab m n k

a b D

 
            
    

          
    


 (24) 

   
2 2

2 2

0

2
2 2

4 2 2

2 2

sin s  in

,yy
m n

n m m n

P b aa bM
ab m n k

a b D
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For square plates on Winkler foundation where the 

point load P0 acts at the center (a = b), and the maximum 

deflection and bending moments occur at the center, and 

are given by: 

  
2 2

2

0

4

4 2 2 2

4 2 2

2 2

sin sin

,

( )
m n

m n

P aa bw
D ka

m n
D

 
 


 
   
 

 ; 

  
2 2 2 2 2

0 4

4 2 2 2

2 2
4

2 2

( )sin sin

,

( )

xx
m n

m n
m n

a bM P
ka

m n
D

 
 

  


  
 . (25) 

Additionally, Myy(a/2, b/2) = Mxx(a/2, b/2). 
 

3.3 Ritz variational solutions for transverse 

sinusoidal load 

In the case of transverse sinusoidal load 

0
( , ) sin sin

x y
p x y p

a b

 
 , the Fourier sine series coeffi-

cient for the sinusoidal load 
0

1 1,mnp p m n    

and 0 1 1,mnp m n   . Then by substitution into 

the Ritz variational solutions for arbitrary distribution of 

transverse load, the solutions for sinusoidal loads be-

come: 

0

2
2 2

sin sin

( , )

x ny
p

a bw x y

k
D

a b D




             
     

; 

 

2 2

0

2
2 2

sin sin

xx

x ny
p

a b a bM

k

a b D

           
    

          
    

; (26) 

 

2 2

0

2
2 2

sin sin

yy

x ny
p

b a a bM

k

a b D

           
    

          
    

. 

The maximum values of deflection and bending mo-

ments occur at the plate center, and are given by: 

    2

0

2
2

2

2 2

sin
,

p
a bw

k
D

a b D




            
    

; 

         2 2
2

0

2
2 2

2

2 2

sin
,xx

p
a ba bM

k

a b D

   


          
    

; (27) 

         2 2
2

0

2
2 2

2

2 2

sin
,yy

p
b aa bM

k

a b D

   


          
    

. 

For square plates (a = b) it can be obtained: 

 
4 0

0

4

4
4

sin sin

( , )

x y
p

p a a aw x y
D ka

D

 


 

; 

    2
4

0

4

4

2

2 2

4

sin
,yy

p aa aw
D ka

D

 
 
 

  
 

; (28) 

 
4

0

4

4

1

4

max

p a
w

Dka

D

   
  
 

. 

Similarly, the maximum bending and twisting mo-

ments for square plates on Winkler foundation for the 

case of sinusoidal load are: 
 

 
2

2

04

4

1

4

max max

( )
xx yyM p a M

ka

D

   
  
   
 

; 

2 2

0

4

4

1
0 0

4

max

( )
( , )xy xy

p a
M M x y

ka

D

  
   

 
  

 

. (29) 

3.4 Ritz variational solution for uniformly 

distributed load p(x, y) = p0 = const 

The Fourier sine series coefficients for the uniformly 

distributed load are: 

 0

2

16

mn

p
p

mn



. (30) 

Then, the Ritz variational solutions become: 
 

  0

2 2
2 2

4

16
sin sin

( , )
m n

m x n y

p a bw x y
D m n k

mn
a b D

 
  

                           

  

  0

2 2
2 2

4

16

2 2 max

sin sin

,
m n

m x n y

p a ba bw w
D m n k

mn
a b D

 
  

                            


  (31) 

 

The bending moment distributions are: 
 

   

2 2

0

2 2
2 2

16
sin sin

( , )xx
m n

m n m x n y

p a b a bM x y

m n k
mn

a b D

 
                                            


 

2 2

0

2 2
2 2

16
sin sin

( , )yy
m n

n m m x n y

p b a a bM x y

m n k
mn

a b D

 
                                            


 (32) 
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The maximum moments occur at the center 

 
2 2
,a bx y   and are given by: 

   
 

 

2 2

2

0 4
2

2 2 4

2 2
16

max

( ) sin sin

( )

xx
m n

m n
m nr

M p a
ka

mn m nr
D

 
                

 ; 

 

 

2 2

2

0 4
2

2 2 4

2 2
16

max

( ) sin sin

( )

yy
m n

m n
nr m

M p a
ka

mn m nr
D

 
                

 . (33) 

 

where r = a/b. 

For square plates (r = 1): 
 

  
4

0

4

2 2 2 4

16 2 2
max

sin sin

( )
m n

m n

p a
w

D ka
mn m n

D

 
  

             

 ; 

2 2

2

0 4

2 2 2 4

2 2
16

max max

( )sin sin

( )

xx yy
m n

m n
m n

M M p a
ka

mn m n
D

 
 

 
 

 
    

 . (34) 

 

The twisting moments are: 
 

   0

2
2 2

4

2 2

1 16
cos cos

( )
xy

m n

m x n y

p a bM
ab m n k

Da b

 
 

 
 

  
    
   

 ; 

3

0

4

4 2 2 2 2

16 1 1

max

( )

( )

xy
m n

p a
M

b ka
m n r

D

 
 

  
 . (35) 

For square plates: 

 2

0 4

4 2 2 2

1
16 1

max
( )

( )

xy
m n

M p a
ka

m n
D

        
   
 

 . (36) 

3.5 Ritz variational solutions for linearly 

distributed load p(x, y) = p0x/a 

The Fourier sine series coefficient for linearly distrib-

uted load p(x, y) = p0x/a is: 

 0

2

8 cos
mn

p m
p

mn





. (37) 

Then the deflection field (function) becomes: 

 
4

0

2 4

4 2 2 2 2

8
cos sin sin

( , )

( )
m n

m x n y
m

p a a bw x y
D ka

mn m n r
D

 
 




 
    

 . (38) 

At the plate center: 

  
4

0

2 4

4 2 2 2 2

8 2 2

2 2max

cos sin sin

,

( )
m n

m n
m

p aa bw w
D ka

mn m n r
D

 
 


 

 
    

 . (39) 

The bending moments are obtained from the moment-

displacement (moment-curvature) relations as: 

  
 

 

2 2 2 2

2

0

2 4
2

4 2 2

8
cos sin sin

( )

xx
m n

m x n y
m n r m

p a a bM
ka

m nr mn
D

 
 

   


 
    

 ; 

  
2 2 2

2

0 4

4 2 2 2 2

8

( )cos sin sin

( )

yy
m n

m x n y
n r m m

a bM p a
ka

mn m n r
D

 
 

  


 
   
 

 . (40) 

Bending moments at the plate center, is given by: 

      
 

2 2

2

0 4
2

4 2 2

2 2
8

2 2

( ( ) )cos sin sin

,

( )

xx
m n

m n
m nr m

a bM p a
ka

m nr mn
D

 
 

  
 

 
    


; 

     
2 2 2

2

0 4

4 2 2 2 2

2 2
8

max

( )cos sin sin

( )

yy
m n

m n
n r m m

M p a
ka

mn m n r
D

 
 

  


 
   
 

 . (41) 

For square plates (r = 1): 
 

  
4

0

2 4

4 2 2 2

8 2 2
max

cos sin sin

( )
m n

m n
m

p a
w

D ka
mn m n

D

 
 




 
   
 

 ; 

2 2

2

0 4

4 2 2 2

2 2
8

( )cos sin sin

( )
cxx

m n

m n
m n m

M p a
ka

mn m n
D

 
 

  


 
   
 

 ; (42) 

  

2 2 2

2

0 4

4 2 2 2

2 2
8

( )cos sin sin

( )
cyy

m n

m n
n r m m

M p a
ka

mn m n
D

 
 

  


 
   
 

 . 

 

The Ritz variational solutions for the maximum deflec-

tion and maximum bending moments which occur at the 

plate center  
2 2
,a bx y   for square simply supported 

Kirchhoff plate resting on Winkler foundation for values 

 

1 4
4

/
ka

K
D

 
  
 

 (43) 

equal K = 0, 1, 3, and 5 have been determined and pre-

sented in Table 1 for the case of uniformly distributed 

transverse load p0 over the entire plate domain. Similarly, 

the Ritz variational solutions for the maximum deflection 

and maximum bending moments for square simply sup-

ported Kirchhoff plates resting on Winkler foundations 

for values of K equal to K = 0, 3, 5 and 7; for the case of 

sinusoidal load distribution over the plate domain have 

been determined and are shown in Table 2. 
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Table 1 – Ritz variational solution for deflection and bending 

moment coefficients for simply supported square Kirchhoff 

plate on Winkler foundation under transverse uniform load  

(for Poisson’s ratio 0.3) 

ka4/D K 
wxx,  

×10–3pa4/D 

Mxx,  

×10–2pa2 

Myy,· 

×10–2pa2 

Mxy,  

×10–2pa2 

0 0 4.062 4.790 4.790 – 

1 1 4.053 4.809 4.809 2.943 

81 3 3.348 3.910 3.910 2.456 

625 5 1.507 1.575 1.575 1.181 

Table 2 – Ritz variational solutions for maximum deflection and 

bending moment coefficients for simply supported square 

Kirchhoff plate on Winkler foundation under transverse sinus-

oidal load (for Poisson’s ratio 0.3) 

ka4/D K 
wxx,  

×10–3pa4/D 

Mxx,  

×10–2pa2 

Myy,· 

×10–2pa2 

Mxy,  

×10–2pa2 

0 0 2.566 3.293 3.293 1.797 

1 1 2.560 3.285 3.285 1.792 

81 3 2.125 2.726 2.726 1.487 

625 5 0.986 1.265 1.265 0.069 

2401 7 0.358 0.460 0.460 0.025 

4 Discussion 

The Ritz variational method has been effectively used 

in this study to solve the flexural problem of simply sup-

ported rectangular Kirchhoff plate resting on a Winkler 

foundation, when the plate domain is subjected to trans-

versely distributed loads. The problem was presented in 

variational form using the principle of minimization of 

the total potential energy functional. The total potential 

energy functional was obtained using the stress-strain 

laws, the geometric relations in the strain energy density 

expression together with the considerations of work done 

by the externally applied distributed loads, and soil reac-

tive forces. The total energy functional for the problem 

was obtained as Equation (28). The variational statement 

of the problem was then expressed as Equation (29). The 

displacement shape functions that satisfy the simply sup-

ported conditions at the plate edges were given as Equa-

tions (38) and (39). The Ritz variational solution obtained 

for any arbitrary distribution of transverse load was given 

as Equaton (52) where the arbitrary load distribution 

could be described using Fourier sine series. The bending 

and twisting moments were found using the moment 

curvature relations as Equations (57), (58) and (59). From 

the general solutions obtained for arbitrary load distribu-

tions, solutions were obtained for the following specific 

cases: 

1) point load P0 acting at a point (x0, y0) in the plate 

domain where 
0

0 ,x a   
0

0 y b  ; 

2) sinusoidal load distribution over the entire plate sur-

face; 

3) uniform load distribution over the entire plate area; 

4) hydrostatic (linear) distribution of load over the en-

tire plate. 

 

Ritz variational solutions obtained for the deflections 

and bending moments for the case of point load P0 acting 

at point (x0, y0) on the plate are given as equations (23). 

Their maximum values for square thin plates on Winkler 

foundations were obtained as equations (24) and (25). 

For the case of transverse sinusoidal load, the deflec-

tions and bending moments were obtained as equations 

(26). Their maximum values for square Kirchhoff plates 

on Winkler foundations were found at the plate center as 

equations (27), (28) and (29). 

The Ritz variational solution for the case of uniformly 

distributed transverse load were found for deflection and 

bending moments as equations (31) and (32). The maxi-

mum values for deflection and bending moments for 

square Kirchhoff plate on Winkler foundation were found 

as equations (31), (33) and (34). 

The Ritz variational solutions for linearly distributed 

transverse load on the Kirchhoff plate on Winkler foun-

dation were obtained as equations (38) and (40). The 

deflections and bending moments were obtained at the 

plate center as equations (39) and (41). For square Kirch-

hoff plate on Winkler foundation, the solutions for linear 

loads are Equations (42). Here the maximum values may 

not occur at the plate center due to the non-symmetrical 

load distribution with respect to the plate center. 

The Ritz variational solutions obtained for square 

Kirchhoff plate on Winkler foundation for the case of 

uniform transverse load and simply supported edges 

shown tabulated in Table 1 for various values of the di-

mensionless parameter K show that the maximum deflec-

tions and bending and twisting moments at the plate cen-

ter decrease as the elastic stiffness of the Winkler founda-

tion, measured by parameter K increases. It is further 

observed that the Ritz variational solutions obtained in 

this study for Kirchhoff plate on Winkler foundation with 

simply supported edges (x = 0, x = a, y = 0, y = b) yielded 

mathematical closed form solutions which were identical 

with the solutions obtained using a Navier double Fourier 

sine series method for the problem. 

5 Conclusions 

As a result of the presented research, the following 

conclusions are made. 

The Ritz variational method yielded mathematically 

closed form solutions for the deflection, and bending 

moments for the rectangular Kirchhoff plate on Winkler 

foundation with simply supported edges, and under trans-

verse distributed load. 

The analytical closed form solutions obtained were ex-

act within the limitations and foundational assumptions 

of the classical Kirchhoff thin plate theory and the Win-

kler foundation model used in the problem formulation. 

The Ritz variational solutions were exactly identical 

with the solutions obtained using Navier trigonometric 

series method for the same problem. 

The Ritz variational solutions obtained were exact be-

cause exact shape functions were used in the displace-

ment trial function. 
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The Winkler foundation has the effect of diminishing 

the maximum deflections and bending moments at the 

center of the plate for symmetrical loads about the plate 

center. 

The use of displacement functions with orthogonality 

properties simplified the resulting definite integrations 

and simplified the process of minimization of the total 

potential energy functional. 

Convergence of the expressions obtained for the dis-

placements were faster than those obtained for the bend-

ing moments. 

Convergence of the expressions obtained for the case 

of concentrated load on the plate was very slow due to the 

singularity property of the point load, and its representa-

tion by many terms of the Fourier sine series. 
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Застосування варіаційного методу Рітца для дослідження  
вигину прямокутної пластини на вінклеровій основі 

Іке Ч. Ч. 

Державний університет науки і технології м. Енуґу , П.M.Б. 01660, м. Енуґу, Нігерія 

Анотація. У роботі застосовано варіаційний метод Рітца до роз’язання задачі вигину прямокутної 
пластини на вінклеровій основі під дією поперечного навантаження за умов відповідності гіпотезам Кірхгофа 
для випадку шарнірно закріплених країв. Поставлена задача представлена у варіаційній формі із 
застосуванням принципу мінімуму функціонала повної потенціальної енергії пластини. Для отримання 
узагальнених переміщення застосовано метод Рітца для функцій переміщення, що задовольняють 
кінематичні граничні умови задачі. Шляхом застосування тригонометричного ряду Фур’є отримані 
аналітичні розв’язки для загального випадку довільно розподіленого навантаження. Додатково розглянуто 
окремі випадки, зокрема, для прикладення сили у точці, навантаження за синусоїдальним законом розподілу, 
а також для рівномірного та рівнозмінного навантажень. 

Ключові слова: варіаційний метод Рітца, гіпотеза Кірхгофа, вінклерова основа, функціонал повної 
потенціальної енергії, узагальнені переміщення, базисні функції переміщення. 
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Abstract. Hip fractures are among the most dangerous fractures, because they are quite common in older people 

and are difficult to treat. Based on the general opinion, the most effective tactic is surgical treatment, but its results 

against the background of osteoporosis are not satisfactory. Reducing the likelihood of hip fractures is a complex 

problem that can only be solved by combining the idea of medical science and mechanical research of a deformable 

solid. In this paper, the calculation of stresses arising from exposure to the reinforced femur neck of various loads is 

considered. At the current stage of the study, calculations of the stress–strain state corresponding to the loads at the 

moment of impact when a person falls on the thigh are carried out. Comparison of the values of withstanding stresses 

indicates the utility of using the considered implants, which in consequence will reduce the likelihood of a hip frac-

ture. Using reinforcing metal structures in the bone has led to increasing of the highest extremes by about 140%, 

which confirms the utility of their use. Thus, pre–reinforcement of the femoral neck in elderly people at risk reduces 

the likelihood of fracture due to the reduction of critical stresses in hazardous areas. 

Keywords: numerical simulation, femur neck, mathematical modeling, deflected mode.

1 Introduction 

Three-dimensional modeling allows obtaining the nec-

essary information to study the mechanical compatibility 

of the implant with the bone, which determines the ability 

of body systems to adapt and function correctly in a new 

biotechnical system. By analyzing the loads, it is possible 

to calculate whether the design of the implant, its material 

and placement in the bone are successful. 

The relevance of the topic is to use three–dimensional 

models of original designs of implants and prostheses in 

studying the effect of these structures on the strength of 

the femur. 

The aim of the work is to develop various types of im-

plants and to study, with the help of stress simulation, 

their effect on the resistance of the proximal femur. 

The tasks of the work are to develop three-dimensional 

models of new implants, create three-dimensional models 

of various “bone – implant” systems, simulate the loads 

for each system, analyze the results and draw a conclu-

sion on the use of implants. 

2 Literature Review  

Among all the fractures of the lower extremity, one of 

the leading places is occupied by fractures of the proxi-

mal femur, which lead to hypostatic functional disorders, 

“sliding” syndrome of state decompensation and high 

mortality (41–67 %) [1]. 

Fractures of the proximal femur are pathological frac-

tures, as they are a consequence of the structural failure 

of the bone in osteoporosis, much less often in tumors 

accompanied by dystrophic and dysplastic processes in 

the bones [2, 3]. 

From 75 % to 90 % of persons with abnormal bone 

fractures due to osteoporosis are not examined, and are 

not treated by specific pharmacotherapy after low-energy 

bone fractures of different localizations [4]. 

The occurrence of pathological fractures of the proxi-

mal femur and femoral neck in older individuals remains 

an unsolved problem, which is associated with the struc-

tural failure of the bone in degenerative–dystrophic skele-

tal diseases. So far, the treatment of osteoporosis in the 

elderly has not been developed, which could actually 

prevent the occurrence of pathological fractures [5]. The 

http://jes.sumdu.edu.ua/
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weakening of the bone tissue to critical values is an indi-

cation for the prophylactic use of fixers in certain parts of 

the skeleton [6–8]. The method of femoral neck prophy-

lactic reinforcement in endoprosthetics of the contrala-

teral limb reduces the risk of new femoral neck fractures 

in the elderly. Prevention of contralateral fractures signif-

icantly reduces the cost of treating patients. In elderly 

with fractures, prophylactic reinforcement is shown from 

the opposite side, which undoubtedly requires a deeper 

study of the long–term effects [9, 10]. To solve the above 

problems, the method of metal structures preventive im-

plantation – preventive reinforcement – is successfully 

used in many countries [11–14]. 

3 Research Methodology 

3.1 The bone creating 

The task of holding prophylactic reinforcement is the 

need to strengthen specifically the femoral neck, while 

increasing its strength due to reinforcing metal structures. 

The blood circulation of the proximal, cervical and femo-

ral head is such that when fractures of the cervix take 

place, a very serious impairment of blood circulation 

occurs, which ultimately leads to destruction, and, conse-

quently, to aseptic necrosis – death – to the femoral head.  

This forces the traumatologist - orthopedic surgeon to 

carry out endoprosthetic replacement of the entire hip 

joint. For many old people, this becomes a death sen-

tence, since 50 % of these patients die in the first year 

after the injury. The idea of reinforcing the femoral neck 

is aimed at preserving it and, most importantly, preserv-

ing the life of the patient. The complex geometric struc-

ture of the bone requires sufficiently accurate measure-

ments to build a computer model. In order to bring the 

calculations and construction of implants for the required 

level of detail, it was decided to build a bone model by 

extracting a three-dimensional model from a computed 

tomography image and transforming, using polygonal 

modeling, into a model that is convenient to work with. 

3.2 The implant creating 

Four types of the implants have been patented and de-

signed for the reinforcement of biological composite 

material and prevention of femoral neck fractures in pa-

tients who belong to risk groups. Telescopic implants are 

presented in corkscrew and auger versions (Figure 1). 

Spoke implants are presented in the version with diverg-

ing spokes and in the version with crossed ones  

(Figure 2). Endoprostheses are presented in the version 

with a needle and in the version with a plate (Figure 3). 

Also two simple version of the implants were consid-

ered – only the spoke – auger and only the spoke – cork-

screw (Figure 4). The objective of these implants is to 

minimize the likelihood of fracture not only of the cervix, 

but also of the vertical region of the femur, primarily in 

elderly patients who suffer from destructive – degenera-

tive diseases of the bone tissue. This task is solved by 

introducing the implant in the unaffected proximal femur 

to increase its strength. 

 

 

Figure 1 – Image of the bone-implant system  

with telescopic implants 

 

Figure 2 – Image of the bone-implant system  

with spoke implants 

 

Figure 3 – Image of the bone-implant system  

with endoprostheses 

 

Figure 4 – Image of the system “bone – implant”  

with a spoke –auger and a spoke – corkscrew 
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Mathematical modeling of stress conditions. The study 

of stressed sections of elastic deformation arising under 

the load of intact and reinforced bone is carried out using 

the finite element method and by means of mathematical 

modeling.  

For mathematical modeling of stress conditions, the 

following types of loads were selected (Figure 5): vertical 

(fixation of the knee joint, application of load vertically 

to the head of the femur), horizontal (fixation of the knee 

joint and large trochanter, application of loads horizontal-

ly to the head of the femur) and rotational (fixation of the 

femoral head bones, application of torque to the diaphysis 

part of the bone).It is these states that most clearly 

demonstrate the imitation of actions leading to a fracture 

of the femoral neck. 

 

Figure 5 –The purpose of the areas of fixation and application 

of the load: vertical, horizontal and rotational 

As a load application, a force of 700 N was chosen, 

which is equal to an action of 70 kg. 

Physical indicators of materials used in the calcula-

tions of stress conditions are presented in Table 1. 

Mathematical modeling of stress states was carried out 

in the Ansys Workbench software package. In each of the 

studies, according to the above situations of loads, the 

area of fixation and application of loads is indicated, as 

the strength of the load, and the simulation of stress states 

is carried out. 

4 Results 

The results of mathematical modeling are noted in  

Table 2. 

As can be seen from the table of results, when metal 

structures are used in prophylactic reinforcement, the 

maximum load increases, which implies that the rein-

forced bone can withstand the effects of a fall, saving the 

patient from a hip fracture. This proves that reinforce-

ment has a positive effect on increasing the strength char-

acteristics of the bone and leads to its preservation from 

destruction under critical loads. Through the use of rein-

forcing steel, reduced stress – deformed condition of the 

bone. 

Table 1 – Physical and mathematical indicators of materials 

Material 
Density,  

kg/m3 

Young’s  

modulus,  

GPa 

Poisson’s  

ratio 

Tensile strength  

limit, MPa 

Compressive  

strength  

limit, MPa 

Bone 1 750 16.7 0.31 43.44 115.3 

Ti-6Al-4V 4 500 120.0 0.32 993.0 1 086.0 

Table 2 – Physical and mathematical indicators of materials 

Implant type 
Vertical,  

% (MPa) 

Horizontal,  

%, (MPa) 

Rotational,  

% (MPa) 

Bone 100.0 (16.5) 100.0 (2.8) 100.0 (0.5) 

Telescopic corkscrew 162.4 (26.8) 164.2 (4.6) 196.3 (0.98) 

Telescopic auger 153.3 (25.3) 159.2 (4.5) 184.1 (0.92) 

Corkscrew 107.9 (17.8) 110.2 (3.1) 140.0 (0.73) 

Auger 107.5 (17.7) 128.4 (3.5) 128.0 (0.64) 

Cross spokes 120.1 (19.8) 126.7 (3.4) 122.2 (1.61) 

Diverging needles 117.6 (19.4) 119.2 (3.3) 124.2 (0.62) 

Kernel 129.7 (21.4) 182.1 (5.1) 150.0 (0.8) 

Plate 112.1 (18.5) 175.1 (4.9) 148.2 (0.74) 
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5 Conclusions 

With the help of mathematical modeling of stress 

states, the useful effect of using the original developed 

reinforcing metal structures was proved. 

Consequently, this theoretical study can serve as a jus-

tification from the position of the mechanics of a deform-

able solid body with the method of hip fractures preven-

tion due to preliminary, prophylactic, reinforcement. 

In the future, as a result of the repeated positive result 

of the stresses in the  “bone-implant”  system  calculation,  

 

 
 

experimental models will be produced, which will under-

go bench tests. If, as a result of tests, the usefulness of the 

application of these metal structures is confirmed, they 

will be used for preventive reinforcement. 

The task of the follow-up study is to prove the practi-

cality of reinforcing the material of the bone tissue of the 

femoral neck in the elderly at risk. These studies are nec-

essary because this procedure reduces the likelihood of 

fracture, due to the reduction of critical stresses in haz-

ardous areas by transferring part of the load to the rein-

forcement element. 
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Комп'ютерне проектування профілактичного зміцнення  
армованої шийки проксимальної стегнової кістки 

Савельєва О.1, Старушкевич Т.
2
, Матвєєв А.

3
 

1 Південноукраїнський національний педагогічний університет ім. К. Д. Ушинського,  

вул. Старопортофранківська, 26, 65020, м. Одеса, Україна;  
2 Одеський національний політехнічний університет, просп. Шевченка, 1, 65044, м. Одеса, Україна;  

3 Новокуйбишевський міський центральний госпіталь, вул. Островського, 32, 446206, м. Новокуйбишевськ, Росія 

Анотація. Перелом стегна є одним з найнебезпечніших переломів, оскільки він є достатньо поширеним у 
літніх людей та важко піддається лікуванню. З огляду на загальноприйняту практику, найбільш ефективним 

способом лікування є хірургічне втручання, але його результати на тлі остеопорозу не є задовільними. 

Зменшення імовірності переломів стегна є складним завданням, яке може бути вирішене лише шляхом 
об’єднання медицини і досліджень механіки деформованого твердого тіла. У цій роботі розглянуто 
розрахунок напружень, що виникають від впливу армованої шийки стегнової кістки під дією різних 
навантажень. На сучасному етапі дослідження проводяться розрахунки напружено-деформованого стану, що 
відповідають навантаженням від удару при падінні людини на стегно. Порівняння значень напружень 
свідчить про надійність використання розглянутих імплантатів, що у результаті зменшує імовірність 
перелому стегна. Використання армуючих металевих конструкцій у кістковій тканині призвело до 
збільшення найбільших допустимих значень приблизно на 140 %, що підтверджує практичну цінність їх 
застосування. Таким чином, попереднє зміцнення шийки стегнової кістки у людей похилого віку знижує 
імовірність руйнування унаслідок зменшення граничних напружень у небезпечних зонах. 

Ключові слова: комп’ютерне моделювання, шийка стегна, числове моделювання, напружено-деформівний 
стан. 
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Abstract. In this paper, the performance of shell-and-tube heat exchangers with single-segmental baffle and vary-

ing configurations of concave-cut baffles (10, 15 and 20 %) was investigated. The study was carried out for a heat 

exchanger having either engine oil, water and air as shell-side fluid. For each configuration of the baffles, the results 

of both the the k-ε and RNG k-ε turbulent models were in very close agreement. The heat exchangers with concave-

cut baffles had higher pressure drops and lower performance factors than that of single-segmental baffle at the same 

range of mass flow rates for all fluid cases. Also, the concave-cut baffle heat exchangers had lower shell-side heat 

transfer coefficients at the same pressure drop against that of single-segmental baffles. Thus, the use of concave-cut 

baffles did not exhibit desirable performance in heat exchanger as compared with the segmental baffles. 

Keywords: shell-and-tube heat exchanger, pressure drop, weighted performance factor, weighted heat transfer coef-

ficient, concave-cut baffle. 

1 Introduction 

Heat exchanger is a device which transfers thermal en-

ergy between fluids at significantly different temperatures 

[1]. They are widely used for engineering applications in 

industries, such as in chemical, petroleum, HVAC, auto 

and aerospace, electronics, power generation and process 

industries [2, 3]. The most used and widespread type of 

heat exchangers found in these industries are the shell-

and-tube types. The high level of acceptance of shell-and-

tube heat exchanger (STHE) is due to its robustness and 

versatile materials used in construction, ease of mainte-

nance and very wide range of operating conditions [4–7]. 

The thermal-hydraulic performance of a heat exchang-

er has significant effect on energy requirement and effi-

ciency of a system. Thus, an optimally balanced thermal-

hydraulic design is required but most often attempting to 

enhance the heat transfer within a heat exchanger raise its 

pressure drop, which results in increase power demand of 

fluid handling equipment within the system [2, 3]. Heat 

transfer enhancement can be achieved through insertion 

of baffles on the shell-side of STHE [8]. The baffles in-

crease the flow turbulence by creating tortuous motion of 

the fluid for better interaction with the tube surface.  

Hence, the geometrical shapes and forms of  

 

 
 

baffles affect greatly the overall performance of STHEs 

[9]. The various baffle designs used in heat exchangers 

are not limited to segmental, helical, trefoil-hole, disc-

and-donought, and rod baffles. 

Zhou et al. [10] numerically studied on the improve-

ment of the shell-side heat transfer with trefoil-hole baf-

fles. They observed a longitudinal flow of the fluid and 

also noticed that the multidirectional jets and secondary 

flow on the sides of the baffles enhanced the heat transfer 

rate. Wang et al. [11] performed periodic simulation of 

shell-side heat transfer of STHE with longitudinal flow 

using rod baffles as supporting structure. Their results 

were well correlated with experimental data. The research 

[12] dials with the thermo-hydraulic performance of a 

STHE with trefoil-hole baffles with a turbulent flow re-

gime. Their experimental results showed that there was a 

considerable high heat transfer enhancement with sub-

stantially increased pressure drop using the trefoil-hole 

baffles as compared with STHE without baffle. It was 

discovered from their numerical results that the very high 

thermal performance was as a result of the high speed 

recirculation flow and high level of turbulence intensity 

created by trefoil-hole baffles. Ozden and Tari [13] used 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).e1
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three turbulent models to investigate a heat exchanger 

with single-segmental baffles considering the baffle spac-

ing to shell diameter ratio for two baffle cuts (25 and 

36 %). Their results were in good agreement with the 

Bell-Delaware method; and the 25 % baffle-cut heat ex-

changer had better thermal-hydraulic performance. 

The conventional single-segmental baffles are com-

monly used in heat exchangers for their high heat transfer 

capability. Although, some other baffle designs have been 

reportedly proved to have lower shell-side pressure drops 

as compared with the single-segmental baffle but their 

overall performance are reduced by their heat transfer 

rate [14, 15]. The baffle cut and spacing of single-

segmental baffles have much effect on the heat exchanger 

performance. The optimum baffle spacing ratio, which is 

the baffle spacing to shell inside diameter, recommended 

is between 0.3 and 0.6, while the baffle cut ranges from 

15 to 45 % of the baffle diameter [16, 17]. As shown in 

Figure 1, the baffle cut creates a segment known as baffle 

window, which allows the passage of shell-side fluid 

from one shell zone to another within the heat exchanger. 

However, Bouhairie [18] reported that the optimum and 

widely used allowance is the 25 %. 
 

 

Figure 1 – Schematic representation of flow  

inside shell-and-tube heat exchanger 

Jozaei et al. [19] studied the performance of a heat ex-

changer with varying baffle spacings (101.6, 203.2, 

304.8, 406.4, 508.0 and 609.6 mm) and shell inside di-

ameter of 477.8 mm. It was observed that there was a 

reduction in the overall heat transfer coefficient and pres-

sure drop as the baffle spacing increased. The optimum 

ratio of the overall heat transfer coefficient to pressure 

drop was found between baffle spacing of 203.2 and 

304.8 mm, which are ranged between 0.43 and 0.64 of 

shell inside diameter. Prasanna et al. [20] numerically 

investigated the effect of 25 and 36 % baffle cuts on the 

performance of heat exchangers with varying number of 

baffles from 6 to 12. It was reported that the STHE with 

25 % baffle cut had higher heat transfer coefficient and 

pressure drop than STHE with 36 % baffle cut for the 

range of shell inlet flow rate of 0.5 to 2 kg/s considered. 

Even though quite number of studies have been con-

ducted on the performance of various baffle designs and 

cuts in heat exchanger, studies are rare in open references 

on the effects of modifying the shape of baffle window. 

Thus in this study, a numerical investigation of thermal-

hydraulic performance of STHEs with the 25 % cut sin-

gle-segmental baffle (SS_STHE) and three configurations 

of concave-cut baffle (CaC_STHE) will be carried out for 

the same area of baffle window. 

2 Research Methodology 

2.1 Geometrical model 

The profile of the concave-cut baffle was generated by 

fixing a value for either height, h or profile radius, R and 

determining the other from iteration while maintaining 

the same segment or window area as the 25 % cut single-

segmental baffle (Figure 2). In order to get the concave 

profile on the baffle, the start out height, h was kept lower 

than the segment height, H of the single-segmental baffle. 

Therefore, based on the ratio of h to the baffle diameter, 

the configurations of the concave-cut baffles and other 

selected parameters for modelling the shell-and-tube heat 

exchanger are presented in Table 1. 
 

  
a b 

Figure 2 – The configurations of a single-segmental (a)  

and concave-cut (b) baffles 

Table 1 – Geometrical parameters of  

the shell-and-tube heat exchanger 

Parameter Value 

Shell diameter 108.06 mm 

Shell duct diameter 30.00 mm 

Baffle type 
Segmental 25 % 

Concave-cut 10, 15 and 20 % 

Baffle spacing 43.26 mm 

Baffle number 6 

Heat exchanger length 302.58 mm 

Tube layout Triangular (30°) 

Tube diameter 15.88 mm 

Tube number 19 

Tube pitch ratio 1.25 

 

The shell-side working fluids were engine oil, water 

and air for each run of the heat exchanger while water 

was kept in the tube. The thermophysical properties of 

the fluids were as obtained in literature [21, 22]. 

2.2 The governing equations and numerical 

methods 

Two turbulent models (k-ε and RNG k-ε) were adopted 

for the simulation of the heat exchanger models. The k-ε 
model was selected for its robustness and wide applica-

tion areas [23] while the RNG k-ε model was chosen for 

its highly swirling characteristics on the shell-side [10]. 

Thus in tensor form, the governing equations for model-

ling the fluid flow and heat transfer within the STHEs are 

the same for the two turbulent models and are given as 

follow [24, 25]. 
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Energy equation: 
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Turbulent kinetic energy: 
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Turbulent dissipation energy: 
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where the production term Pk from equations 4 and 5 
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The closure constants for the k-ε model are Cε1 = 1.44, 

Cε2 = 1.92, Cμ = 0.09, σk = 1.0 and σε = 1.3. In the RNG  

k-ε model the Cε1 is modified as an auxiliary function, 

which is expressed as 
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with the following papameter: 
 

2
ij ij

k
S S


         (8) 

 

Other constants are: C
 *
ε1 = 1.42, Cε2 = 1.68, 

Cμ = 0.0845, σk = 0.7194, σε = 0.7194, λo = 4.38 and 

β = 0.012 [26]. 

At the inlets of the tubes and shell, velocity-inlet con-

ditions were set based on the mass flow rates. The tube-

side flow rate was 0.3 kg/s while it was ranged from 0.10 

to 3.10 kg/s for engine oil and water, and 0.0025 to 

0.0325 kg/s for air on shell-side. The tube- and shell-

inlets temperatures were set at 303.15 and 373.15 K re-

spectively (Figure 3). 

 

Figure 3 – Boundaries of the computational domain 

In order to obtain the relative pressure drops between 

each inlet and outlet of the shell and tube, zero-gauge 

pressure was applied at each outlet. Wall functions were 

specified for walls of the tubes and shell, and baffle sur-

faces to account for viscous effects. By assuming a well-

insulated heat exchanger, zero heat flux was imposed on 

the shell outer surface. 

Each of the computational domains was discretised in-

to unstructured tetrahedral elements and the sets of the 

governing equations were solved using a finite element 

based COMSOL Multiphysics CFD code. However, solu-

tions to the RNG k-ε model were obtained by replacing 

the default constants of the k-ε model with the closure 

constants and auxiliary function of the RNG k-ε model. 

To improve on the accuracy and stability of the computa-

tion, the streamline-upwind Petrov-Galerkin and Galerkin 

Least-Square were employed [27–29]. Solutions to de-

pendent variables were obtained using three segregated 

solvers: One GMRES solver for velocity and pressure, 

another one for temperature and one MUMPS solver for 

turbulent kinetic energy and rate of dissipation [30]. 

2.3 Heat exchanger performance 

The thermal-hydraulic performance of the CaC_STHE 

was measured against the SS_STHE using two criteria. In 

the first criterion, the performance was calculated by 

dividing the shell gain factor of the CaC_STHE against 

that of SS_STHE at the same Reynolds number or mass 

flow rate. This factor was defined by Mohammadi et al. 

[31] as the ratio of the shell-side heat transfer coefficient 

against the shell-side pressure drop. Thus, the shell gain 

ratio of a value greater than one would indicate a more 

suitable concave-cut baffle than single-segmental baffle 

in heat exchanger and if on the contrary, the single-

segmental baffle would be better. Using the second crite-

rion, the performance was evaluated by determining the 

equivalent shell-side heat transfer coefficient of each heat 

exchanger at the same pressure drop with SS_STHE 

[8,32]. Thus, the weighted performance of each 

CaC_STHE against SS_STHE for the same ranges of 

Reynolds numbers or pressure drops as applied to any of 

the two criteria was calculated as 
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where P is the performance factor or the equivalent 

shell-side heat transfer coefficient for the first or second 

criterion, respectively. Also the WP is actually the 

weighted performance factor (WPF) or weighted shell-

side heat transfer coefficient (WSHTC) as it is applicable. 

3 Results and Discussion 

3.1 Model validation 

This numerical model was validated by running a sim-

ulation of shell-and-tube heat exchanger with horizontal 

baffles using the experimental data for segmental baffle 

heat exchanger in [33]. The comparison between the ex-

perimental and numerical results for the average Nusselt 

number and pressure drop in the shell-side are as present-

ed in Figures 4 and 5. It can be observed that the varia-

tions of the numerical results are in good agreement with 

that of the experiment. The average difference between 

the experimental and numerical results for Nusselt num-

ber and pressure drop are 11 and 26 % respectively. The 

observed discrepancies may be as a result of the model 

simplification such as no-leakage flow, and some una-

voidable measurement errors. 

 

 

Figure 4 – Comparison of Nusselt number  

of the experimental and simulation results 

 

Figure 5 – Comparison of pressure drop of  

the experimental and simulation results 

3.2 Shell-side flow field 

The flow path lines of water at 3.10 kg/s on the shell-

sides of the heat exchangers are shown in Fig. 6. It can be 

observed that the shape of the baffles affects the rambling 

of the fluid from shell-inlet duct to the outlet duct. The 

flow in CaC_STHE is more concentrated at the centre of 

the baffle cut than that of SS_STHE, which spreads over 

the baffle cut. Also, the fluid velocity is reduced within 

the shell because of the larger flow area than the shell 

ducts. The combined fluid mixing by cross- and counter-

flows in the shell produces a good interaction of the shell-

side fluid with tube outer surfaces which enhances the 

transfer of heat between the working fluids. 

 

 
a 

 
b 

Figure 6 – Streamline flow of water as shell-side fluid  

using SS_STHE (a) and CaC_STHE (b) 

3.3 Temperature distribution 

The shell-side temperature distributions for the heat 

exchangers are as presented in Fig. 7. It can be seen that 

the fluid temperature reduces from the fluid entry point to 

the outlet of the shell. Also, it is observed that greater 

reduction in fluid temperature occurred across the tube 

bundles due to larger surface area to conduct heat by the 

tubes in cross-flow than the tubes in the baffle windows. 

This observation is synonymous for the two heat ex-

changers. 
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a 

 

 
b 

Figure 7 – Temperature distribution in the shell-side (working 

fluid: engine oil using SS_STHE (a) and CaC_STHE (b) 

3.4 Heat transfer coefficient 

The plots of the heat transfer coefficient on the shell-

side of the SS_STHE and CaC_STHE against the Reyn-

olds number are as shown in Fig. 8 for engine oil, water 

and air respectively. It can be observed for each baffle 

and working fluid that the heat transfer coefficient in-

creases with the Reynolds number, which corresponds to 

the range of mass flow rates considered for each fluid. 

Although, the rate of increment in coefficient of heat 

transfer tends to reduce at higher Reynolds number as 

indicated for engine oil and water, it increases linearly for 

air. This can be attributed to the physical nature of each 

fluid.Amongst other results, the percentage differences in 

heat transfer coefficients of the SS_STHE with each of 

the CaC_STHEs are presented in Table 2. From this ta-

ble, non-zero positive value indicates higher heat transfer 

coefficient of CaC_STHE while negative value means 

lower heat transfer coefficient of CaC_STHE.Generally, 

it is observed that CaC_STHEs had lower heat transfer 

coefficient. This is partly due to the less interaction of the 

fluids with the outer tubes since the flow is more concen-

trated through the centre of the tube bundle. On the con-

trary, CaC_STHEs with engine oil gave better heat trans-

fer coefficients as depicted from the two turbulent mod-

els, and this may also be attributed to fluid’s thermody-

namic characteristics. 

 

 
a 

 

 
b 

 

 

c 

Figure 8 – Shell-side heat transfer coefficient against the  

Reynolds number for the engine oil (a), water (b)  

and air (c) as a shell-side working fluid 
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Table 2 – The comprehensive performance of CaC_STHEs 

STHE Model Fluid 
h, % 

(k-ε) 

h, % 

(RNG 

k-ε) 

Δp, % 

(k-ε) 

Δp, % 

(RNG 

k-ε) 

WPF 

(k-ε) 

WPF 

(RNG 

k-ε) 

WSHTC 

(k-ε) 
WSHTC 

(RNG k-ε) 

10 % CaC_STHE 
E

n
g

in
e 

o
il

 4.40 4.32 –16.91 –16.96 –0.125 –0.127 –0.021 –0.022 

15 % CaC_STHE 2.69 2.72 –9.54 –9.59 –0.069 –0.069 –0.010 –0.010 

20 % CaC_STHE 0.02 0.03 –8.43 –8.45 –0.084 –0.084 –0.035 –0.034 

10 % CaC_STHE 

W
at

er
 –4.14 – –15.76 - –0.199 – –0.090 – 

15 % CaC_STHE –7.57 – –7.89 - –0.154 – –0.103 – 

20 % CaC_STHE –4.95 – –9.46 - –0.144 – –0.082 – 

10 % CaC_STHE 

A
ir

 1.30 – –15.29 - –0.140 – –0.056 – 

15 % CaC_STHE –0.75 – –7.56 - –0.083 – –0.042 – 

20 % CaC_STHE –1.56 – –8.69 - –0.102 – –0.056 – 

 

3.5 Pressure drop 

The pressure drops of the SS_STHE and CaC_STHEs 

for varying Reynolds number are presented in Fig. 9 for 

the three working fluids. The plots showed that the pres-

sure drop increases with increasing Reynolds number (by 

implication the mass flow rate). However, as the Reyn-

olds number (mass flow rate) increases, the pressure drop 

continues to rise rapidly due to increasing turbulence. The 

same trend was reported by Kuppan [14], and also ob-

served by Wang et al. [32] and Zhang et al. [34] from 

their studies. The percentage differences in pressure 

drops for the same range of Reynolds numbers with 

SS_STHE can as well be found in Table 2. The negative 

values indicate that the CaC_STHEs have higher pressure 

drops than the SS_STHE for all the shell-fluids. The 

higher pressure drops demonstrated by CaC_STHEs 

could be as a result of the more concentrated cross-flow 

through the centres of the tube bundles and the subse-

quently reduced bypass flow through the shells. 

3.6 Performance factor 

The performance factors of the CaC_STHEs in rela-

tion to the SS_STHE at varying Reynolds numbers are as 

shown in Fig. 10 for all the shell-side working fluids. It is 

observed that the performance factor of none of the 

CaC_STHEs is up to a value of one for the range of 

Reynolds numbers considered. The weighted perfor-

mance factors (WPF) of these heat exchangers relative to 

SS_STHE in the same range of mass flow rates or Reyn-

olds numbers are also presented in Table 2. The negative 

values of the weighted performance factors showed that 

the CaC_STHEs have lower overall performances in 

comparison with SS_STHE. 

 

 
a 

 
b 

 
c 

Figure 9 – Pressure drop versus the Reynolds number  

for the engine oil (a), water (b) and air (c)  

as a shell-side working fluid 
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a 

 
b 

 
c 

Figure 10 – The performance factor and the Reynolds Number  

for the engine oil (a), water (b) and air (c)  

as a shell-side working fluid 

3.7 Shell side heat transfer and pressure drop 

variation 

The variations between the shell-side heat transfer co-

efficient and pressure drop at the same mass flow rate are 

as indicated in Fig. 11. It is observed that increase in 

pressure drop is more rapid than that of heat transfer co-

efficient with increasing mass flow rate, and this confirms 

the assertions given by Kuppan [14] and Mukherjee [16], 

and conforms with the observations of Wang et al. [8, 

32]. Assessing the heat exchangers at the same pressure 

drop, the SS_STHE exhibits higher heat transfer coeffi-

cient than other heat exchangers for all the working flu-

ids. The weighted shell-side heat transfer coefficients 

(WSHTC) of the CaC_STHEs  against  the SS_STHE are  

 
 

 
a 
 

 
B 

 

 
c 

 

Figure 11 – Heat transfer coefficient and the pressure drop  

for the engine oil (a), water (b) and air (c)  

as a shell-side working fluid 

 
 
 

as depicted as well with other results in Table 2. The 
negative values are indications that the SS baffles will be 
more desirable than the CaC baffles based on this criteri-
on. 

4 Conclusion 

In the research, the flow and heat transfer characteris-
tics of varying configurations of concave-cut baffles (10, 
15 and 20 % CaC_STHEs), and single-segmental baffles 

(SS_STHE) in shell-and-tube heat exchanger have been 
numerically investigated. Overall, shell and tube heat 
exchanger with concave-cut baffles had lower perfor-

mance as compared with the single-segmental baffle type. 
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5 Nomenclature 

STHE  Shell-and-Tube Heat Exchanger; 

u  Velocity component, m/s; 

p  Pressure, Pa; 

T  Temperature, K; 

x  Cartesian coordinate; 

cp  Specific heat capacity at constant pressure, 

J/(kg·K); 

k  turbulence kinetic energy, m
2
/s

2
; 

Re  Reynolds number; 

PrT Turbulent Prandtl number; 

Δp Pressure drop, Pa; 

h  Heat transfer coefficient, W/(m
2
·K); 

Nu Nusselt number; 

P  Performance factor; 

WPF  Weighted performance factor; 

WSHTC  Weighted shell-side heat transfer coeffi-

cient; 

ρ  Density, kg/m
3
; 

μ  Dynamic viscosity, Pa·s; 

μT  Turbulent Eddy viscosity, Pa·s; 

η  Thermal conductivity, W/(m·K); 

ηT  Turbulent thermal conductivity, W/(m·K); 

ε  Dissipation rate, m
2
/s

3
; 

i, j, k  Tensor. 
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Числове дослідження ефекту увігнуто-вирізаних перегородок у теплообміннику 

Петінрін М. О., Даре А. А.
 

Університет м. Ібадан, Обудува роуд, 200284, м. Ібадан, Нігерія 

Анотація. У роботі досліджено ефективність теплообмінних апаратів з односегментними перегородками і 
різними їх конфігураціями увігнуто-вирізаних перегородок (10, 15 і 20 %). Дослідження проводилось для 
теплообмінника з трьома робочим середовищами: моторне масло, вода, повітря. Для кожної конфігурації 
перегородок отримані результати, добре узгоджені для двох моделей турбулентності: k-ε і RNG k-ε. 
Підтверджено, що теплообмінники з увігнутими перегородками мають більші перепади тиску і нижчі 
показники ефективності, ніж одиничні сегментні перегородки у тому ж массогабаритному діапазоні. Крім 
того, теплообмінники з увігнуто-вирізаними перегородки мають нижчі коефіцієнти теплопередачі зі сторони 
оболонки за однакового перепаду тиску порівняно з коефіцієнтом теплопередачі для односегментних 
перегородок. Таким чином, використання перегородок з увігнутим вирізом не сприяє бажаному підвищенню 
ефективності теплообмінника порівняно з сегментними перегородками. 

Ключові слова: кожухотрубний теплообмінник, перепад тиску, коефіцієнт продуктивності, коефіцієнт 
теплопередачі, увігнуто-вирізана перегородка. 
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Abstract. This paper presents is to develop and compare neural network and conventional based controllers for a 

boiler of steam power plant. Designs of two different controllers for pressure and temperature are presented for keep-

ing the boiler working in normal condition and improve efficiency. These controllers consist of NARMA controller 

of ANN and a conventional proportional-integrator-derivative (PID) controller. These parameters are adjusted  by 

built a model and  implementation in MATLAB program according to the requisite of the steam power plant and the 

control objectives. The results show a neural network is best controlled and superior performances of power plant 

from PID controller artificial neural network and PID have been applied in Al–Dura power plant in Baghdad. There-

fore, neural networks have been extensively utilized in many industrial applications. 

Keywords: Artificial Neural Network, control, PID, NARMA controller. 

1 Introduction 

The control system is an important part of steam pow-

er plant. When a control system is weakening lead to 

damage and shutdown of boiler for this reason design 

modeling of control systems and applied of different 

types of controllers of industrial plants. Applications of 

steam generation modeling to control systems can classi-

fy into ANN and PID. Many authors have suggested sys-

tem controller and models by using intelligent technique 

such as applied Artificial neural network (ANN) to obtain 

the relationships between input and output data variables 

of the system. The neural network controllers are exten-

sively used for their suppleness for completion on many 

systems and good reference track capacity [1]. The au-

thors applied dynamic artificial neural network base on 

genetic algorithm (GA) to control and identify the ad-

vantages and disadvantages of ANN trained by GA. a 

genetic algorithm utilzed  to train a Layer-Recurrent 

Network, Focused Time-Delay Neural Network, a Elman 

Network, and Nonlinear Autoregressive Network with 

exogenous inputs. The results of simulation provide a 

good accuracy of model the generalization by a nonlinear 

system of neural network. The training time is shorter of 

dynamic neural networks and faster of convergence 

speed. Also the generalization of the Elman network and 

the NARX network are better than the FTDNN and the 

LRN networks and the training error of the LRN network 

is the smallest among the DNNs. The NARX and the 

Elman network may be describe the complex system 

because of the back-forward in the DNN. Arrange of the 

system will be set before the training because the FTDNN 

network is the feed-forward multilayer [2]. This study 

obtained application of neural network for control of 

solar plants. This plant consists of a hybrid diagram com-

bining the possibilities of neural networks for estimate 

purposes with the well-know hypothesis and general 

industrial application of PID techniques. The neural net-

work is training base on data that measured from the 

plant provided that a way of development between a set 

of PID controllers and verify the use of several local line-

ar controllers to cope with changes in the plant behavior 

induce by different operating conditions. Experimental 

results show the neural networks are able to learn by data 

systems this data collected at “Platforma Solar de Alme-

ria” (Spain), neural network is see as an extension rather 

than substitute of linear identifiers and controllers that 

can be previously working and applied to a plant model 

and the computational requirements with a small initial 

knowledge .the results were obtained from this control 

strategy [3]. In this study present use of Artificial Intelli-

gent and PI Controller to analysis dynamic performance 

and control methodology developed by Load frequency 
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control of number of areas interconnected hydrothermal 

power reheat system. three areas interconnected  consists 

of steam plant in three areas consists of hydro plant, the 

arrangement of most complex system like hydro plant 

and steam plant with reheat are interconnected that in-

creases the nonlinearity of system. This model of tech-

nique is built in Simulink \ MATLAB. The results show a 

conventional controller and intelligent with the addition 

of slider gain provide a good performance in each area of 

hydrothermal combination and reduce the oscillation of 

the frequency variation and the tie line power flow. A 

comparison of Artificial Intelligence with PI controller 

illustrates the excellence of proposed ANN based ad-

vance more Fuzzy and PI for the conditions. the intelli-

gent control advance using ANN conception is supple-

mentary perfect and more rapidly than the fuzzy and con-

ventional PI controls diagram even for a difficult dynam-

ical system[4]. In this study applied a Neural Network 

based PI and PID controllers design and simulated of a 

pneumatic servo actuator to increase the position accura-

cy. Pneumatic servo actuators in employment systems are 

usually used in industrial mechanization. In these designs 

training Neural Network depending on feedback repre-

senting change in location error and changes in external 

load force to present controllers with appropriate gain , 

these gains must be  keep the positional response of over-

shoot, rise time and steady state error as minimum. The 

results show the Neural Network based PID controller 

was more than with PI controller in trained and generate 

with simpler construction and minimum Mean Square 

Error [5]. 

The aim of this research is to control of variables pres-

sure and temperature of boiler of Al-Dura power plant in 

Baghdad which affected of maximum generated power 

and plant performance by intelligent technique and com-

pared between them. 

2 Research Methodology 

2.1 Artificial neural networks 

The first time of appear artificial neural network by 

Bernard Widrow in 1950’s [6]. An artificial neural net-

work is a computing structure that is made up of a assem-

bly of simple, very much interconnected by neurons with 

transfer functions. The Neurons are including input layer, 

hidden layer and output layer. The system dynamic com-

plexity is determined by the number of hidden layer and 

neurons in layers for ANN model. ANN learns by train-

ing .all inputs of ANN has its own weight. The Weights 

are determined during network training process. Neural 

network attempted to look like the human brain to resolve 

difficult problems in many applications in the field of 

engineering. Figure 1 shows a simple structure of a ANN 

with one input, one outputs and Figure 2 shows multiple-

input neuron structures where p, w, b, f, and a are input, 

weight, bias, transfer function, and output corresponding-

ly. Formula 1 allows calculating the neuron output: 

  .· bpwfa   (1) 

 

Figure 1 – Single-input neuron structure [7] 

 

Figure 2 – Multiple-input neuron structure [7] 

The variables w and b can be determined by learning 

rules so that the relation between the input and output 

meet the predictable aim [7]. 

Training of ANN can be classified in to types super-

vised and unsupervised. In supervised learning means 

that inputs and targets are known, but in unsupervised 

learning the inputs are known but unknown targets and 

the underlying relation within the data sets have to be 

disclose by the ANN utilized  the data cluster method. 

The training procedure of neural network involves the 

variation of parameters. So, it is needed to adjust the 

number of neurons in the hidden layer so as to reach the 

greatest converging network. A true process of training 

ANN is generally base on an iterative estimate in which 

the variables are in succession updated in numerous steps. 

Such a step can be based on a single information item, on 

a set of them, or on all obtainable data points. In each 

step, the desired outcome is compare with the real one 

and using the data of the architecture, all variables are 

changed slightly such that the error for the presented data 

points decreases [8]. Artificial neural networks (ANN) 

are useful in many fields of science, knowledge and tech-

nology. They provide an alternative approach to the simu-

lation of complex, ill-defined and uncertain systems [9–
11]. 

2.2 PID control 

The widely utilized in industrial control systems is a 

proportional-integral-derivative (PID) controller due to 

their suppleness for give the designer on the system dy-

namics. it was introduced to industry in 1939. PID is a 

generic feedback control system that objective is to min-

imize the values of a measured and a desired difference 

by adjusting the process control inputs this called error. 

The PID controller consist of three coefficients the pro-

portional P, the integral I and the derivative D values that 

can be translate in terms of time. The controller PID can 

present the requisite control action designed for a exact 

process by regulate present error, accumulation of past 

errors, and calculation of future errors [12]. It is also 
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usual to use just PI, PD, P or I controllers. The formula 2 

shows the algorithm of PID: 

        
,

1

0









  dt

tde
Tdе

T
teKtu d

t

i

p   (2) 

where u – control signal; e – control error; Kp – pro-

portional gain; Ti – integral time, and Td – derivative 

time. 

The amount of three parameters including P, I and D 

acts control signal [13]. 

Figure 3 shows the block diagram of PID controller, 

where y and r are the measured process and reference 

parameters. 

 

 

Figure 3 – Block diagram of PID controller [7] 

2.3 Modeling of boiler using PID and neural 

network 

The Simulink-MATLAB is used to design and imple-

ment an artificial neural network and PID controller. 

Adjust the gain of PID according to tuning algorithm in 

MATLAB to obtain a excellent balance between perfor-

mance and robustness, and saving the system working in . 

The type of  artificial neural network controller  using  is 

the nonlinear autoregressive moving average (NARMA) 

are designed and employed to control of pressure and 

temperature of boiler of steam power plant. NARMA 

implement in the ANN toolbox of simulation MATLAB. 

In system identification of ANN model of the plant is 

developed. Controller block of NARMA is shown in 

Figure 4. 

 

 

Figure 4 – Controller block of NARMA 

The scheme of plant identification for the NARMA of 

boiler model is working by adjusted parameters for gen-

erating data by insert, min and max values for the plant 

input and output ,min and max interval values. The size 

of the hidden layer, the number of delayed plant inputs 

and outputs, the sampling interval and finally the training 

function is the Levenberg-Marquardt Training Algorithm 

(TrainLM). The training network then select by the re-

sponse of the resulting plant model was display. Separate 

plots for validation data, training data and testing data 

that’s shown in Figures 5–7. The performance of neural 

net work and regression is shown in Figures 7, 8. The 

block controller of PID is shown in Figure 9, as well as 

the model of boiler using PID and Neural network is 

shown in Figure 10. 
 

 
a 

 
b 

Figure 5 – Plant identification of NARMA (a)  

and generate data (b) 
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a 

 
b 

Figure 6 – Testing (a) and validation data (b)  

of neural network 

 

Figure 8 – Regression of neural network 

 
a 

 
b 

Figure 7 – Training data (a) and performance (b)  

of neural network 

 

Figure 9 – Block controller of PID 
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Figure 10 – Block diagram of boiler design using NARMA and PID 

3 Results and Discussion 

The combination of two or more of intelligent tech-

niques produces a strong system of high efficiency and 

effectiveness. Intelligent techniques are very useful in the 

modeling and predicting of high complex systems having 

nonlinearity and uncertainty in their models. In some 

applications of more than one part in their systems, it is 

very difficult to evaluate or drive such mathematical 

models which can identify these systems, however, by 

obtaining some data for the inputs and outputs of system. 

When implementation Simulink model of whole sys-

tem, the results shown in Figure 11 allow obtaining the 

responses of pressure and temperature of model. As it can 

be see from these figures the response of the controller 

using neural network is rapid and after about 7 second it 

is stabilized but when using PID the response of the con-

troller is stabilize after 18 second. From this result show 

the artificial neural network response is better than PID. 

These advantages are because of the special construction 

and algorithm of the network. Neural network method 

can be a suitable alternative to standard modelling tech-

niques as obtain data sets show nonlinearities in the struc-

ture. It has established ability to solve combinatorial op-

timization troubles in engineering plants. 

 

 
a 

 
b 

Figure 11 – The responses of temperature (a)  

and pressure (b) of a model 
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4 Conclusions 

This paper developed  two types of controller struc-

tures for two significant outputs from the models and 

their matching values from the measured information sets 

temperature and pressure of boiler steam generation . 

These controllers of steam generation are NARMA of 

Artificial neural network controller and PID conventional 

controller. These controllers applied and adjusted their 

parameters and tune in Simulink\MATLAB according to 

the requirement of the steam generation structure  and the  

control object. Finally compared and explored the per-

formances of the Artificial neural network and PID con-

ventional controllers .The result obtained that NARMA 

give a higher performance to PID controllers in this 

study. The response of rise, settling time, and maximum 

overshoot of NARMA is less than the for the PID con-

troller. In general, the physical behaviour is well to hold 

by the NARMA models. It is also shown that neural net-

works are considered a reliable alternative to PID for 

identification and modelling systems. 
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Порівняльний аналіз застосування пропорційно-інтегрально-диференціального 
регулятора і штучної нейронної мережі для керування паровим котлом електростанції 

Салім Х., Султан Х. Ф., Джавад Р.
* 

Технологічний університет, вул. аль-Сінаа., 10066, м. Багдад, Ірак 

Анотація. У статті представлено розроблену методику проведення порівняльного аналізу застосування 
нейронних мереж і контролерів для традиційних котлів парових електростанцій. Представлені схеми двох 
різних контролерів для тиску і температури для підтримки роботи котла в нормальному стані та підвищення 
ефективності. Ці контролери складаються з нелінійного NARMA-контролера штучної нейронної мережі та 
традиційного пропорційно-інтегрально-диференціального регулятора. Ці параметри коригуються шляхом 
побудови моделі та подальшої реалізації у програмі MATLAB відповідно до вимог парової електростанції та 
цілей управління. Результати свідчать, що нейронна мережа контролюється краще, а на електростанції  
Аль-Дюра у м. Багдад застосовуються характеристики відповідної моделі електростанції з використанням 
PID-контролера і штучної нейронної мережі, що може бути черговим підтвердження ефективності 
застосування нейронних мереж у багатьох галузях промисловості. 

Ключові слова: штучна нейронна мережа, керування, PID-контролер, NARMA. 
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Abstract. Fractal image compression algorithm is known for allowing very high compression rates (the best ex-

amples – up to 1 000 times with acceptable visual quality) for real photos of natural objects, which is not possible for 

other lossy compression methods. The main disadvantage of the fractal method is the low rate of encoding, which is 

due to the fact that in order to obtain high image quality for each rank block, it is necessary to perform a search of all 

domain blocks, and for each domain block, at least eight affine transformations must be performed. Despite the large 

number of works devoted to increasing the speed of fractal images compression, it is worth noting that this problem 

remains very relevant. The aim of the work is to find methods for increasing the speed of fractal image compression. 

Based on the analysis of known approaches of increasing the fractal compression rate, a proposed method is based on 

the representation of rank and domain blocks in the form of coefficients of two-dimensional linear approximation, 

which allows for each rank block to perform a rapid pre-selection of blocks by three approximation coefficients. With 

the selected blocks, the transformations that are characteristic for fractal compression are performed. Since the quan-

tity of the selected blocks is considerably less than the total number of domain blocks, one should expect a significant 

gain in the sealing speed. The simulation done in the Python programming language showed that the proposed meth-

od can increase the fractal image compression rate by on average of 10 times compared to Arnaud Jacquin’s method 

without significant loss of image visual quality. 

Keywords: image compression, fractal encoding, two-dimensional approximation, image fractal properties.

 

1 Introduction 

Images that are presented in digital form must be 

stored on media and transmitted by communication chan-

nels. To save memory and make more efficient use of 

system resources, special encoding algorithms are creates 

[1, 6]. The image is a special kind of data that has redun-

dancy in two dimensions, which provides additional op-

portunities for compression [1, 4]. One of the promising 

methods of image compression is a fractal method [1]. 

Fractal encoding is a mathematical process for encoding 

raster images that contain a real image in a set of mathe-

matical data that describes the fractal properties of an 

image. This type of encoding is based on the fact that all 

natural and most artificial objects contain excessive in-

formation in the form of identical image blocks that are 

repeated. They got the name fractals. Fractal is a structure 

that consists of similar shapes and drawings that can be in 

different sizes. 

2 Literature Review 

The fractal compression algorithm is known for allow-

ing very high densification factors (best examples – up to 

1 000 times with acceptable visual quality) for real pho-

tographs of natural objects that can not be used for other 

lossy compression algorithms [2, 3]. 

The main disadvantage of the fractal method is the low 

rate of encoding, which is due to the fact that in order to 
obtain high image quality for each rank block, it is neces-

sary to perform a search of all domain blocks, and for 

each domain block, at least eight affine transformations 

must be performed [7–9]. One of the possible efficient 
and fast image coding schemes by fractal method was 

proposed by Arnaud Jacquin [7]. But if you count the 
number of multiplication operations to find the coeffi-

cients of affine transformations of one rank block in the 

image in grayscale grays of 512×512 (4
4.5 

= 512,  
k = 4.5) pixels with the size of the rank block 4×4 (n = 4), 

the domain 8×8 and step of the choice of domain 
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blocks 2, then even for the algorithm proposed by 

Jacquin, the total number of operations of multiplication 

will be quite large and will be [1]: 
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Consequently, the purpose of increasing the rate of 

compression of images by the fractal method is very rele-

vant. With improved performance, the fractal compres-

sion algorithm can become one of the most effective im-

age compression algorithms [1]. 

3 Research Methodology 

3.1 Mathematical model of encoding-decoding 

of images by fractal method 

From a physical point of view, fractal encoding is 

based on the assertion that the image contains affinity 

redundancy. The mathematical model used in fractal 

image compression is called Iterated Function Systems 

(IFS). IFS contain a set of compression transformations 

that can be set for the image S as follows [1, 8]: 

 (S) w W(S) i . (1) 

According to the Banach theorem, there exists a cer-

tain class of mappings called pressing ones, and the fol-

lowing statement holds true for them: if, to some image 

f0, we begin to repeatedly apply the mapping W in such a 

way that: 

 )W(f  f ),W(f  f -1 ii01  , (2) 

then with “i” going to infinity we get the same image no 

matter what image we took for f0: 

 i
i

fLimf


  (3) 

The image f is called a fixed conversion point W or at-

tractor. 

As transformations iw  affinity mapping is used: 
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where ai, bi, ci, di – affine coefficients of deformation, 

compression, rotation; dx, dy – coefficients of move; x, y – 

the coordinates of the point that is converted; z – its in-

tensity. Parameter 
iS  controls contrast, and 

iO  – bright-

ness of the image. Knowing the coefficients of these 

transformations, we can restore the original image. 

The fractal image coding algorithm can be described 

as follows. The process of compression begins with the 

fact that the image is initially divided into non-

overlapping (ranked areas), and then in the domain blocks 

that can overlap, as shown in Figure 1 [7]. 

 

Figure 1 – Selection of blocks in the image:  

a– rank, b – domain 

Domains must have distinctive fragments that are then 

used to construct the decoded image. After that, the im-

age encoding begins by selecting for each domain region 

of the most relevant domain, by which the brightness 

distribution in the ranked region can be approximated by 

the distribution of brightness in the domain. In order to 

get the best approximation, the domains are subjected to 

affine transformations, which result in not only their ge-

ometric deformation, but also changes in contrast and 

brightness. If the brightness distribution in the converted 

domain fails to achieve a satisfactory approximation of 

the brightness distribution in the rank region, the rank 

region is divided into four parts and the process is repeat-

ed. The quality of the required approximation is given in 

the form of an acceptable value of the average square of 

the approximation error (the mean square of the discrep-

ancy). Domain numbers used in the encoding of each 

rank domain, as well as affinity overflow coefficients, are 

written to a file. The compressed image file contains a 

heading with information about the location of ranked 

domains and domains, as well as a table of effectively 

packed affine coefficients for each rank domain. 

One of the possible patterns of image encoding by the 

fractal method, proposed by Arnaud Jacquin, contains the 

following steps [1, 8]: 

– the image is divided into areas adjacent to each other 

by the size of N×N (ranked areas); 

– a set of domain scopes is specified. Domain areas 

can overlap, they do not have to cover the entire surface 

of the image. The size of domain areas is 2N×2N; 

– the domain, which after affine transformations, most 

closely approximates the rank region is chosen for each 

rank. In practice, eight variants of mapping one square to 

another with usage of affine transformations are applied. 

These are turns of the image at angles 0°, 90°, 180°, and 

270° relative to its center and symmetry transformation 

relative to the orthogonal axes, which pass through the 

center of the fragment, perpendicular to its sides. 

The accuracy of the approximation F is determined by 

means of the mean square criterion: 

  
ji,

2
ijijij )rO+(SdF , (5) 
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where dij – values obtained as a result of averaging 

fragments with dimensions of 2×2 of the domain’s region 

elements, that leads it's size to the size of the rank region; 

rij – values of elements of the rank region. The displace-

ment Oij can be either a constant, or described by poly-

nomials of the first, second, third order.  

By equating partial derivatives of the expression S and 

O to zero: 

 0=
S

F


 , 0=

O

F


 , (6) 

Let's find the values S and O, at which the minimum of 

the expression is reached: 
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Domain blocks are usually chosen with step n/2 at  

n = 4. The following parameters are written to the output 

file:  

1) coordinates of the domain area with the lowest val-

ue of F; 

2) values for O and S, obtained according to the for-

mulas (7), (8); 

3) number of affine transformation. 

The decoding algorithm consists in the fact that two 

instances of the same image A and B are taken, the distri-

bution of brightness in which is irrelevant. The areas 

whose boundaries coincide with boundaries of ranks and 

domains areas are selected on these images and then, 

using known values of affine coefficients, by the domains 

selected in image B brightness distributions in the rank 

areas of image A are found. After that, images A and B 

change places and the operation is repeated. It can be 

shown that with many repetition of this operation, the 

brightness distribution in images A and B will be closer to 

the brightness distribution in the original image. Let's pay 

attention to the fact that the algorithms of compression 

and decompression are asymmetric. It is also worth not-

ing that the compression process takes much longer than 

the decompression process. Decoding of the compressed 

image is iterative and consists of the following steps: 

1) two images of the same size A and B are created. 

The size of these images does not necessarily equal the 

size of the original image; the initial drawing of areas A 

and B does not matter; 

2) the image B is divided into rank areas, as in the first 

stage of the compression process. For each rank area of 

image B an affine transformation of the corresponding 

domain area of image A is performed and the result is 

placed in B. 

3) performed operations are identical to the previous 

item, only the images A and B swap places; 

4) the second and third steps are repeated repeatedly 

until the images A and B do not become indistinguisha-

ble. 

The main disadvantage of the fractal method is the low 

rate of encoding, which is due to the fact that in order to 

obtain high image quality for each rank block, it is neces-

sary to go through all domain blocks and at least eight 

affine transformations must be performed for each do-

main block [5]. 

3.2 Known methods to increase the rate of 

fractal image compression algorithm 

To improve the speed and efficiency of fractal image 

encoding, a number of optimization methods are used. 

The simplest and slowest way of fractal encoding is to 

check each domain block and perform calculations ac-

cording to the expressions (5), (7), (8). This method is 

called an exhaustive search. When encoding images of 

natural origin, you can increase the coding speed by tak-

ing S = 1, since, taking into account the image statistics, 

there is always a domain block that approximates a given 

rank block with the required precision. Then from the 

expressions (5), (7) we get: 

  
ji,

2
ijijij )rO+(dF , (9) 
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The contrast of the decoded image can be restored by 

other methods. This simplification allows you to reduce 

the number of arithmetic operations by 60 % and, accord-

ingly, increase the compression speed.  

The most popular methods for increasing the speed of 

encoding images by fractal method are as follows [10]: 

1) search for domain blocks that do not exceed the 

specified value; 

2) local and sub-local search; 

3) isometric prediction; 

4) classification of domain and rank blocks, the ranked 

compares with domain blocks of the same class. 

Among the methods should be noted the classification 

proposed by Arnaud Jacquin [1, 8]. It is based on the 

block topology and involves: 

– blocks without contours; 

– blocks, invariant to the orientation (texture blocks); 

– contour blocks (exhaustive search). 

3.3 Increasing the rate of the fractal image 

compression by two-dimensional 

approximation 

To increase the speed of image compression under the 

Arnaud Jacquin scheme, it is proposed to perform a pre-

liminary selection of domain blocks based on the approx-

imation coefficients [7]. 

In the case of linear approximation, the pixel value for 

a two-dimensional image is determined as follows: 

 .c+by+ax=)yx,f(  (11) 
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In the general case, the values of f(x, y) differ from the 

value of the pixel zxy. The minimum distance value is 

achieved with a minimum value of the sum of squares of 

distances, that is: 

   
N

1=x

M

1y=

2
xy ,Min=)zc+by+(ax=S  (12) 

where M, N – image size; zxy – pixel value at the point 

of the image with the coordinates x, y. 

The function S has a minimal extremum at the point 

where partial derivatives of the coefficients are zero: 

 0=
a

S




, 0=
b

S




, 0=
c

S




. (13) 

Thus, we obtain a system of three equations for three 

unknowns. For ranked blocks with a size n = 4, the sys-

tem of equations is as follows: 
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 (14) 

Having solved the system of equations (14), it is pos-

sible for each rank and domain blocks to determine the 

coefficients of approximation a, b, c. 

Therefore, the encoding process will have the follow-

ing additional steps: 

1. Each domain and rank block is presented in the 

form of coefficients of approximation. For n = 4, the 

approximation coefficients from (14) are calculated as 

follows: 

 
24
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2. For each rank block, pre-selection of domain blocks 

is performed by three coefficients of approximation, for 

example, by quadratic deviation: 
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 (18) 

where ar, br, cr – coefficients of approximation for the 

rank block; ad, bd, cd – coefficients of approximation for 

the domain block. 

With the selected blocks, the transformations charac-

teristic of fractal compaction by the Jacquin method are 

performed. Since the selected blocks  number is consider-

ably less than the total number of domain blocks, one 

should expect a significant gain in speed. 

4 Results 

The simulation executed in the Python programming 

language showed that the proposed method for increasing 

the speed of fractal image compression can achieve ac-

celeration of 5–10 times compared to the Arnaud 

Jacquin’s method (exhaustive search) without serious loss 

of image visual quality (Figure 2). 

 

 
a 

 
b 

Figure 2 – Results of simulation of high-speed fractal  

compression: a – original image; b – image restored  

after encoding by the proposed method 

For example, on the same computer, it takes about 

52 minutes to encode an image of 512×512 by the meth-

od proposed by Arno Jacquin, and for encoding the image 

according to the method proposed above – only 5 min, 

that is, the encoding speed increased by 10 times. 

To compare the proposed method and Arnaud 

Jacquin's method in Table 1, results are presented for 

images of different sizes. The larger size of the image, the 

better results are provided by the proposed method, since 

the pre-selection reduces the space for finding domain 

blocks for each rank block. 
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Table 1 – Comparison of the encoding time of images of vari-

ous sizes 

Image size 

exhaustive 

search  

tg, s 

proposed 

method  

ts, s 

Acceleration 

rate, tg/ts 

128×128 9.7 1.4 6.9 

256×256 196 24 8.3 

512×512 3 125 302 10.3 

1024×1024 19 333 1 588 12.2 
 

 

5 Conclusions 

The main disadvantage of the fractal method is the low 

rate of encoding, which is due to the fact that in order to 

obtain high image quality for each rank block, it is neces-

sary to go through all domain blocks and at least eight 

affine transformations must be performed to each domain 

block. The method for increasing the fractal compression 

speed by proposing rank and domain blocks in the form 

of coefficients of approximation is proposed. This allows 

to perform a quick pre-selection of domain blocks, which 

ultimately increases the fractal seal speed on average by 

10 times. 
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Підвищення швидкості фрактального ущільнення зображень  
з використанням двовимірних апроксимуючих перетворень 

Майданюк В. П., Арсенюк І. Р., Ліщук О. О. 

Вінницький національний технічний університет, вул. Хмельницьке Шосе, 95, 21021, м. Вінниця, Україна  

Анотація. Алгоритм фрактального ущільнення зображень відомий тим, що у деяких випадках дозволяє 
отримати дуже високі коефіцієнти ущільнення (найкращі приклади – до 1000 разів за прийнятної візуальної 
якості) для реальних фотографій природних об’єктів, що є неможливим для інших алгоритмів ущільнення 
зображень із втратами. Основним недоліком фрактального методу є низька швидкість кодування, яка 
пов’язана з тим, що для отримання високої якості зображення для кожного рангового блоку необхідно 
виконати перебір усіх доменних блоків, і для кожного доменного блоку необхідно виконати не менше восьми 
афінних перетворень. Незважаючи на велику кількість праць, присвячених підвищенню швидкості 
фрактального ущільнення зображень, варто констатувати, що дана проблема залишається актуальною. 
Метою роботи є пошук методів підвищення швидкості фрактального ущільнення зображень. На основі 
аналізу відомих підходів підвищення швидкості фрактального ущільнення запропоновано метод, який 
ґрунтується на поданні рангових та доменних блоків у вигляді коефіцієнтів двовимірної лінійної 
апроксимації, що дозволяє для кожного рангового блоку виконати швидкий попередній відбір доменних 
блоків за трьома коефіцієнтами апроксимації. З відібраними блоками виконуються перетворення, характерні 
для фрактального ущільнення. Оскільки обраних блоків значно менше загальної кількості доменних блоків, 
то слід очікувати значного збільшення швидкості ущільнення. Моделювання, виконане із застосуванням 
мови програмування Python, показало, що запропонований метод дозволяє підвищити швидкість 
фрактального ущільнення зображень у середньому в 10 разів порівняно з методом за схемою А. Жакена без 
суттєвих втрат візуальної якості зображення. 

Ключові слова: ущільнення зображень, фрактальне кодування, двовимірна апроксимація, фрак-

тальні властивості зображення. 
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Abstract. The paper details the optimum choice of the front suspension of an automobile. The influence of sus-

pension on the steering geometry is studied by considering the various combinations of joints at the four-bar mecha-

nism of the front suspension. The purpose of the suspension is to make the job easier for the tires and give a predicta-

ble behavior so that the driver will have control of the car. The most common suspension used is double wishbone. 

The performance of the steering geometry depends upon the performance of various steering parameters such as 

kingpin angle, caster angle, camber angle, toe in and out and scrub radius. This steering geometry depends upon the 

position of kingpin axis an imaginary line passing through the knuckle pin. The steering geometry is a function of ve-

hicle speed, link lengths, and road condition. The selection of the optimum choice of the suspension makes the bene-

fit the comfort for driving and controlling the vehicle conditions. 

Keywords: suspension, steering geometry, front suspension, optimum, mechanism. 

1 Introduction 

The suspension of the front wheels is more complicat-

ed than the suspension of the rear wheels. This is because 

the front wheels move up and down. Front suspension 

changes the orientation of wheel with respect to the road, 

affecting the steering behavior and tire. The most com-

mon suspension used is double wishbone. As this suspen-

sion locates the wheels and controls the geometry of their 

movement, over bumps. Unequal length wishbones are 

preferred because they separate the effects of the springs 

more effectively and controls wheel movement better. 

The upper wishbone is shorter than the lower one for 

superior camber control. Therefore, it is also called as 

SLA which stands for Short Long Arm. It is easily recog-

nized that an SLA suspension is a three-dimensional four 

bar mechanism [1–2]. 

Ball joints provide key pivot points in the front inde-

pendent suspension set up. In operation the swiveling 

action of the ball joints allows the wheel and spindle 

assemblies to be turned left or right and to move up and 

down with changes in road surface geometry. Four con-

trol arms are connected with spherical joints, lower ones 

and upper ones [3]. The other ends of these control arms 

are connected to the vehicle frame via revolute joints. 

Various types of mechanisms with two spherical pairs 

along with revolute pairs and cylindrical pairs were 

formed by changing the position of various joints [4]. 

These mechanisms are analyzed for the optimum choice 

of a front suspension. It also presents the steering geome-

try parameters along with the measuring techniques. This 

exercise can be looked upon as a type synthesis of sus-

pension mechanism [5]. 

2 Research Methodology 

2.1 Steering geometry parameters 

Presently steering geometry parameters kingpin incli-

nation angle, caster angle, camber angle, toe angle are 

measured using alignment equipment, caster / camber 

gauge, a set of turntable and bubble gauges. The steering 

wheel should be centered while measuring the steering 

performance. Turn the steering wheel completely to the 

right then turn the wheel completely to the left and count 

the number of turns of the steering wheel. After following 

the complete procedure steering geometry performance 

parameters are measured and adjusted. 

On the basis of six included angles of the 3D front 

suspension mechanism, one at each revolute joints and 

two at each spherical joints of this four bar chain, the 

position of kingpin axis is determined. Steering perfor-

mance depends on the position of a kingpin axis. Depend-

ing on the position of the kingpin axis, caster angle, cam-

ber angle, kingpin angle, and toe angle of the four-wheel 

vehicle are decided. 

http://jes.sumdu.edu.ua/
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Figure 1 – Steering geometry parameters [6] 

The position of the kingpin axis is determined using 

the Denavit Hartenberg Principle [6–7]. 

Joint O1 and O2 are revolute joints and joints A and B 

are Spherical joints as shown in Figure 2. The relative 

orientation of two links connected at je joint can be de-

cided in terms of magnitudes of included angles which in 

turn can be measured by the potentiometer and associated 

electronic instrumentation [8]. 

 

 

Figure 2 – The front suspension of an automobile  

(A-arm front suspension) [6] 

2.2 Selection of the “Revolute-Spherical-

Sherical-Revolute” mechanism 

The front suspension is a three-dimensional four-bar 

mechanism having four control arms. These arms are 

connected with four joints, lower ones, and upper ones. 

Various types of mechanisms with two spherical pairs 

along with revolute pairs and cylindrical pairs were 

formed by changing the position of various joints for 

linear motion and rotational motion. Linear and rotational 

motion completely defines the relative position of the 

control arms. Table 1 shows the formulation of various 

combinations of mechanisms by changing the joints, 

where S – “spherical”, R – “revolute”, C – “cylindrical” 

signs; X indicates that motion is restricted in columns 2, 

3 and 5, whereas X indicates in column 4 that motion is 

permitted. 

The analysis of different combinations of mechanism 

is done by the Denavit Hartenberg notation [9–11]. The 

analysis of RSSR, RRSS, and SRRS out of 24 mecha-

nisms of table 1 is shown below [12–14]. 

 

Table 1 – Formulation of various combinations of mechanisms 

Type 

synthesis 

of O1-A-

B-O2 

(1-2-3-4) 

Rotation 

of 

knuckle 

link 

Vertical 

movement 

of knuck-

le link 

Motion of 

upper and 

lower 

arms in Y 

direction 

Motion of 

both arms 

O1-A and 

O2-B due 

to link 

AB 

SSCR – – × – 

SSRC × – × – 

CSSR – – – – 

RSSC – – – – 

CRSS × × × – 

RCSS – – × – 

SCRS × × × – 

SRCS × × × – 

SSRR × × × – 

RSSR – – – – 

RRSS × × × – 

SRRS × × × – 

SSCC – – × – 

CSSC – – – – 

CCSS – – × – 

SCCS – – × × 

RSSS – – × – 

SRSS × × × – 

SSRS × × × – 

SSSR – – × – 

CSSS – – × – 

SCSS – – × – 

SSCS – – × – 

SSSC – – × – 

 

 

3 Results 

The design schemes proposed in the research [6] are pre-

sented in Figures 3–5 and described below. 

 

Figure 3 – RSSR (“Revolute-Spherical-Spherical-Revolute”) 
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1. Rotation of link AB is free to rotate about the verti-

cal axis in the clockwise and anticlockwise directions. 

This makes steering easy. Therefore X is not marked in 

column 2 of Table 1 as motion is not restricted. 

2. Vertical movement of knuckle link AB is possible. 

Since joint A and joint B is spherical joints. Therefore X 

is not marked in column 3 of Table 1 for not restricted 

motion. 

3. Since the joint O1 and joint O2 are revolute joints, 

motion in Y direction of upper arm O1-A and motion of 

lower arm O2-B is restricted. Therefore X is not marked 

in column 4 of Table 1 for restricted motion. 

4. Upper arm O1A and lower arm O2-B are moved by 

motion getting from link AB. Therefore X is not marked 

in column 5 of Table 1 as motion is not restricted [15]. 

 

 

Figure 4 – RRSS (“Revolute-Revolute-Spherical-Spherical”) 

1. Rotation of link AB is not free to rotate about the 

vertical axis in the clockwise and anticlockwise direc-

tions. This makes steering difficult. Therefore X is 

marked in column 2 of Table 1 as motion is restricted. 

2. Vertical movement of knuckle link AB is not possi-

ble. Since joint A is revolute joint and joint B is spheri-

cal. Therefore X is marked in column 3 of Table 1 for 

restricted motion. 

3. Since the joint O1 is revolute and joint O2 is spheri-

cal Joint, motion in the Y direction of upper arm O1-A is 

restricted whereas the motion of lower arm O2-B is per-

mitted. Therefore X is marked in column 4 of Table 1 for 

permitted motion. 

4. Upper arm O1A and lower arm O2B are moved by 

motion getting from link AB. Therefore X is not marked 

in column 5 of Table 1 as motion is not restricted. 

 

 

Figure 5 – SRRS (“Spherical-Revolute-Revolute-Spherical”) 

1. Rotation of link AB is not free to rotate about verti-

cal axis in clockwise and anticlockwise direction. This 

makes steering difficult. Therefore X is marked in col-

umn 2 of Table 1 as motion is restricted. 

2. Vertical movement of knuckle link AB is not possi-

ble. Since joint A and joint B is the revolute joint. There-

fore X is marked in column 3 of Table 1 for restricted 

motion. 

3. Since the joint O1 and joint O2 are spherical joints, 

motion in the Y direction of upper arm O1-A and motion 

of lower arm O2-B is permitted. Therefore X is marked in 

column 4 of Table 1 for permitted motion. 

4. Upper arm O1A and lower arm O2-B are moved by 

motion getting from link AB. Therefore X is not marked 

in column 5 of Table 1 as motion is not restricted. 

4 Conclusions 

The complete analysis of these 24 combinations of 

mechanisms concluded that four types CSSR, RSSC, 

RSSR, and CSSC are usually selected. From the safety 

and maintenance point of view CSSR, RSSC and CSSC 

are avoided due to axial movement of cylindrical joints.  

Finally, the RSSR (“Revolute-Spherical-Spherical-

Revolute”) is considered to be the best for giving the 

complete motion performed by the suspension. 
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Оптимальний вибір передньої підвіски автомобіля 

Белходе П. Н. 

Лаксмінарайський технологічний інститут, Університет м. Нагпур, 440033, м. Нагпур, Індія 

Анотація. У статті розглядається процедура вибору оптимальної геометрії передньої підвіски автомобіля. 
Досліджується вплив підвіски на геометрію керма з урахуванням різних комбінацій шарнірів 
чотирьохбалкового механізму передньої підвіски. Метою підвіски є полегшення роботи шин і надання 
передбачуваної поведінки для того, щоб водій мав контроль над автомобілем. Найбільш уживаною підвіскою 
є подвійна поперечина. Ефективність геометрії керма залежить від виконання різних параметрів керування, 
таких як кут зчеплення, кут конуса, кут розвалу, тощо. Ця геометрія керма залежить від положення осі 
шпильки як уявної лінії, що проходить крізь штифт. Геометрія рульового керування є функцією швидкості 
транспортного засобу, довжини ланки та стану доріг, тому вибір оптимального вибору підвіски надає 
перевагу комфорту для керування та контролю умов використання автомобіля. 

Ключові слова: підвіска, геометрія керма, передня підвіска, оптимум, механізм. 
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Abstract. The paper is devoted to the analysis of the cavitation processes in the flow section of the low specific 

speed centrifugal pump. A new conception of double-entry hermetic pump leads to the application of special shaped 

inlet device, which is a part of an electrical motor rotating element. Four flow geometrical models of the axial inlet 

device were taken into consideration. The first model, treated as referential and basic, has a cylindrical shape with 

small diffuser and a cone in front on the impeller. Other three models consist of the motionless cone, which was part 

of the housing, straight pipe, and diffuser section rotating analogously to the impeller and a spherical fairing. The re-

search was conducted using physical experiments and numerical simulations of the workflow in the ANSYS CFX 

software environment. The analysis of the results shows that the pump with the basic model of the inlet device has 

NPSH 3 % above the average values. The comparison between CFD and experiment of the cavitation curves shape 

showed its similarity but determined by means of the physical experiment have higher values. Cavitation in the im-

peller starts earlier than in the axial inlet device. The zones of the cavitation in the axial inlet device are located after 

the cone, at the beginning of the diffuser section and near the fairing at the outlet of the diffuser section. The cavita-

tion zone, which is located after the cone, is separated from the walls of the axial inlet device. The value of the NPSH 

3 % increases, when the diameter of the axial inlet device decreases, as the result of the raise of head loses in the inlet 

structure. 

Keywords: inlet chamber, inlet nozzle, intake section, suction casing, cone, diffuser, CFD, NPSH, cavitation  

performance. 

1 Introduction 

Cavitation is a negative phenomenon that can occur in 

a pump. Its appearance in the preliminary phase leads to 

the increasing of the pulsation of a pressure, as well as 

the raise of the vibration and noise. Further development 

of the cavitation reduces the head and the efficiency of 

the pump. A consequence of the long cavitation process, 

the destruction of the impeller material could be ob-

served. Therefore, scientists and engineers are devoting a 

lot of attention to the study and understanding of the cavi-

tation phenomenon and ways to reduce the likelihood of 

its occurrence in rotating machinery. 

As it is known, the greatest influence on the appear-

ance of cavitation has the pressure at the impeller inlet 

and the temperature of the water.  Moreover, the structure 

of the flow at the impeller inlet has also significant im-

pact on the cavitation performances of the pump. It is 

determined by the shape and geometrical parameters of 

the inlet device, the inlet part of the impeller, the  leading 

edges of the blades, the design of an inducer (if it is) and, 

of course, of the rotating speed. 

2 Literature Review 

The most popular method for eliminating cavitation in 

the impeller is the addition of the inducer [1]. However, 

in this case, cavitation may occur on the inducer blades. 

To weaken the cavitation processes Jiang et. al [2] pro-

posed additional flow jets in front of the inducer. Tkach 

[3] demonstrated the benefits of using a stator sleeve with 

ribs around the inducer to reduce the cavitation erosion. 

Sі et. al [4] presented a method for improving the cavi-

tation performances of the centrifugal pump by introduc-

ing a jet flow into the pump inlet device. However, the 

http://jes.sumdu.edu.ua/
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cavitation performances of the pump deteriorated with the 

increase of the flow rate. 

Tan et. al [5, 6] discovered, that the cavitation perfor-

mances deteriorate when the pump is regulated by 

prewhirl of the flow by inlet guide vanes in front of the 

impeller. At the same time, there was a slight increase in 

pressure and efficiency. Skerlavaj et. al [7] discovered a 

decrease in the cavitation area on the suction side of the 

blades when the fluid is swirled in the symmetric inlet 

casing. However, Nagahara et. al [8] discovered that a 

large swirling of the flow in the inlet device of the verti-

cal pump led to the formation of a cavitation vortex. 

According to the results of the experiment conducted 

by Sikora et. al [9] the process of the appearance of the 

cavitation bubbles in a direct inlet pipe was accompanied 

by a decrease in volume flow. Cucha et. al [10] presented 

a comparison of the results of a numerical and an experi-

mental study of cavitation in the nozzle. The cavitation 

zone occurs immediately after a sudden entry into the 

nozzle and is stretched under the walls. 

Hergt et. al [11] found that the diffuser before the im-

peller reduces the length of the recirculation zone and 

reduces the risk of the cavitation. In turn, Gulich [12] 

noted the efficiency of using the diaphragm to reduce the 

cavitation. Limbach [13] analyzed the pump with the 

diffuser but did not describe its effect on the cavitation 

phenomena and performances. Moloshnyi et. al [14] ana-

lyzed the cavitation processes in a pump with the similar 

shape of inlet device and found the cavitation zone in the 

diffuser. Using the sudden expansion at the outlet of the 

diffuser decreases their area. 

The literature review shows that the influence of the 

change in the cross-sectional area of the inlet device and 

the rotation of its walls on cavitation processes in the 

pump are not sufficiently described. 

To determine the influence of the diameter of the pas-

sage channel in the axial inlet device (AID) with rotating 

walls on the cavitation performances of the pump and the 

structure of the cavitation zones in the AID and impeller. 

3 Research Methodology 

3.1 Object of a study 

The object of the study is a low specific speed close 

coupled centrifugal pump, which corresponds to half of 

double entry pump. Nominal flow rate Qnom = 16 m
3
/h, 

head H =10 m, rotational speed n = 1450 rpm, specific 

speed nq = n·Q
0.5

/H
0.75

 ≈17.5 rpm. Impeller eye diameter 

D0 = 63 mm, impeller outer diameter D2 = 192 mm, the 

number of impeller blades z = 7. 

Four structures of the AID were dedicated for consid-

eration and research. The construction of AID 0 was a 

cylindrical shape with a slight diffuser and a cone in front 

of the impeller (Fig. 1). The AIDs 1,2,3 were designed as 

an inlet device of the double entry pump. The fluid flows 

into the cavity of the pump shaft, which additionally is a 

part of the inlet device. The AIDs 1, 2, and 3 have a mo-

tionless cone at the inlet which is part of the housing, 

straight and diffuser sections, which are rotating with the 

rotational speed of the pump shaft, and also a spherical 

fairing. The diameter of the cylindrical section (d) for 

AIDs 1, 2, 3 was respectively 44 mm, 40 mm, and 

36 mm. The diameter of the inlet pipe (Din) was 65 mm. 

The total length of all AID (L) was 260 mm and the rotat-

ing AIDs section length (lrot) was 207 mm. The length of 

the cone (lcon) and the diffuser section of the AIDs (ldif) 

was 33 mm and 51 mm, respectively. The inner diameter 

of the outlet from the AIDs (dout) was 20 mm. Overall 

dimensions of analyzed AIDs were limited by the dimen-

sions of the pump housing. The maximum diffuser angle 

(ϑ) for organizing the uniform flow out of the diffuser 

was calculated by the formula given in [12]: 

 ϑ = 16,5[d/(2ldif)]
0.5

 =16.5·[44/(2·51)]
0.5

  = 10.8°. 

Diffuser angle of the AID 1 was assumed as 10.5°, 

which is permissible, but for other investigated AIDs, it 

exceeded this value. 

 

 

Figure 1 – Scheme of the AID models 

3.2 Physical experiment 

The physical experiment, to determine the cavitation 

performances of the pump with different AID structures, 

was conducted on a special prepared test rig (Fig. 2). 

 

 

Figure 2 – Principal scheme of the experimental stand:  

1 – researched pump; 2 – housing of the AID; 3 – electric  

motor; 4 – frequency converter with integrated powermeter;  

5 – tank; 6, 7 – valves; 8 – electromagnetic flowmeter;  

9 – vacuum pump; 10 – thermometer; 11 – pressure gauge;  

12 – electronic pressure-and-vacuum gauge; 13 – electronic 

differential pressure gauge; 14 – mounting frame of the stand 

Analysed pump reproduces half of the flow part of the 

double entry pump (Fig. 3 a). The AID, the impeller and 

the spiral with guide vanes of the researched pump were 

made from plastic using 3D-printing method (Fig. 3 b). 

As the material for printing PETG (Polyethylene Tereph-

thalate Glycol) was used. The test was conducted accord-

ing to ISO 9906:2012(E) Rotodynamic pumps – Hydrau-
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lic performance acceptance tests. Accuracy classes of 

applied measuring devices were: the electronic pressure 

and vacuum gauge and electronic differential pressure 

gauge – 0.5, powermeter – 0.5 and electromagnetic 

flowmeter – 0.5. The pumping fluid during the test was 

pure water at temperature 25 °С. The physical experiment 

was carried out for the AIDs 0, 1, and 2. During the test, 

the decrease of the pressure at the inlet was made by 

means of the vacuum pump. 

3.3 Numerical simulation 

The model of a fluid computational domain of the re-

searched pump was constructed at the beginning 

(Fig. 3 a). It contains the suction and discharge pipes, the 

AID, the impeller and the spiral with guide vanes. Sim-

plification of the flow domain was made by assuming 

that there are no sinuses in the pump, to reduce the com-

plexity of the grid and increase the speed of the calcula-

tion. According to comparative calculations, such as-

sumptions influenced no the results of the final calcula-

tion within 1 %. Numerical simulation of the flow were 

carried out for 4 models of the AID. 

 

 
a  

 
b  

 
c  

Figure 3 – Investigated model: a – solid model of flow parts  

of the pump: 1 – axial inlet device (AID); 2 – impeller;  

3 – the spiral with guide vanes; 4 – suction pipe; 5 – discharge 

pipe; b – the plastic rotating part of the AID 2; c – the mesh  

of the diffuser section with fairing of the AID 2 

 

The numerical simulation of fluid flow in the compo-

nents of the pump was conducted using the ANSYS CFX 

software. The Rayleigh–Plesset equation, the standard k–
ε turbulence model and the Reynolds equation was used. 

Boundary conditions were: the total pressure at the pump 

inlet and the mass flow rate at the pump outlet. Working 

fluids were water and water–vapor at temperature 25 °C. 

The saturated steam pressure was set as 3167 Pa. The 

surface roughness of the printed elements was assumes as 

25 μm. The numerical calculation was carried out at (0.7, 

1.0, 1.3)·Qnom. 

An unstructured mesh was generated using software 

ICEM–CFD (Fig. 3 c). Elements size was selected via 

mesh independence research. Layers of prismatic ele-

ments were created near solid walls in the boundary lay-

er. The total number of nodes of the pump model was 

3.3 mln. The inlet device, the impeller and the spiral con-

tain 0.5 mln, 1 mln and 1.25 mln nodes, respectively. 

4 Results and Discussion 

The cavitation performances of the pump for (0.7, 1.0, 

1.3)·Qnom are determined (Fig. 4). The value of the Net 

Positive Suction Head (NPSH) is determined by the drop 

of the head value by 3 % (NPSH 3 %). The basic AID has 

the lowest cavitation performances. According to the 

results of the numerical experiment NPSH 3 % is 0.3 m at 

Qnom. The maximum NPSH3% was achieved for the 

AID 3 – 1.2 m at Qnom. The value of the NPSH 3 % in-

creases, when the diameter of the AID decreases. This is 

caused by an increase of the losses in the AID and the 

change in the structure of flow at the impeller eye.  

A sharp drop of the pump head in course of the raise of 

the intensification of the cavitation phenomena is charac-

teristic of the pumps with a low value of the specific 

speed. The smallest area of the passage channel relative 

to other places of the impeller is located between leading 

edges of neighboring blades. In the process of the devel-

oping cavitation, the vapor quickly occupies the passage 

between blades and leads to a breakdown of the working 

process of the pump. The increase of the flow rate leads 

to the raise of NPSH 3 %, which is typical for the low 

specific speed pumps. 

The value of the NPSH 3 % received during the physi-

cal experiment has higher values that the values obtained 

by the numerical simulation. NPSH 3 % for AIDs 0, 1, 2 

at Qnom were 0.7 m, 0.95 m, and 1.4 m. However, the 

shape of curves constructed using the results of a physical 

experiment and a numerical simulation are similar. Some 

deviations between the quantity character in obtained 

results (numerical simulation and experimental test) are 

widespread in [5, 13]. Possible causes are different 

roughness of the walls in the numerical model and the 

real elements, due to features of printing technology. The 

surface has a micro groove in the plane perpendicular to 

the rotation axis, which is not taken into account in the 

numerical model. Additional, the numerical model was 

the simplification of the real pump and the volumetric 

losses was not simulated, which can be bigger than nor-
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mal in case of non–symmetrical clearance in the seals. 

That is why the results can be considered as accepted. 

An important criterion for evaluating the occurrence of 

cavitation in the pumps with geometrically non-similar 

inlet device is the suction specific speed nss. It is defined 

as [12]: 

 ,
4/3

3NPSH

fQ
nn

qnom

ss   

where fq is the number of the impeller eyes per impel-

ler. 

 

 
a 

 
b 

Figure 4 – Comparison of the cavitation performances curves:  

a – head–drop curves at Qnom; b – NPSH 3 % curves  

at (0.7; 1.0; 1.3)·Qnom 

The calculated value of the suction specific speed at 

Qnom for AIDs 0,1,2,3 is respectively 231, 160, 118, and 

85. Typical values for centrifugal pumps with a standard 

impeller and an axial or semi–spiral inlet device are in the 

range of 160–220 [12]. That is, the AID 0 has better per-

formance than standard pumps, AID 1 has a permissible 

value and AIDs 2, 3 have understated. However, it should 

be noted that the baseline for comparison is taken for 

pumps with a higher specific speed than the considered 

pump. 

The AID 2 has a good head, energy, cavitation per-

formances and also has the most optimal dimensions in 

terms of design features. More could be found in [15]. 

For further analysis, the AID 2 was adopted. 

The first occurrence of the cavitation was observed in 

the impeller at the suction side of the blades (near the 

leading edge) (Fig. 5 a). It is caused due to the flowing 

around the blades and the deviation of the direction of the 

flow. That means, the blade angle is too large and real 

Qnom at bigger value is approximately 17 m
3
/h. This is 

confirmed by Limbach [13]. These zones are larger in the 

AID 0 than in the AID 2 for NPSH = 3.76 m at Qnom. 

However, their size does not affect the change in the 

pump head. 

 

 
a 

 
b 

 
c 

Figure 5 – The cavitation structure in the impeller at Qnom:  

a – AID 2 NPSH = 1.71 m; b – AID 0 NPSH 3 % = 0.31 m;  

c – AID 2 NPSH 3 % = 0.77 m 
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The size of the cavitation zones and the content of wa-

ter vapor increase, with the decreasing of the NPSH val-

ue. There is the uniform “growth” of the cavitation zone 

on the blades surface for the AID 0 (Fig. 5 b). There is a 

significant zone of the cavitation on the suction side of 

the blades, which occupies and overlaps about 2/3 area of 

the passage between leading edges of neighboring blades 

at the NPSH 3 % for the AID 0. 

 

  

a b 

  

c d 

Figure 6 – The vapour volume fraction distribution in the impel-

ler cross section at a distance of 3/4 width of the blade from the 

front shroud at the leading edges at Qnom: 

a – AID 0 NPSH 3 % = 0.31 m; b – AID 1 NPSH 3 % = 0.51 m; 

c – AID 2 NPSH 3 % = 0.77 m; d – AID 3 NPSH 3 % = 1.19 m 

  

a b 

 

c 

Figure 7 – The pressure distribution in the impeller cross 

section at a distance of 3/4 width of the blade from the front 

shroud at the leading edges at Qnom for the AID 2: a – 0.7·Qnom 

NPSH 3 %  = 0.38 m; b – Qnom NPSH 3 % = 0.77 m;  

c – 1.3·Qnom NPSH 3 % = 1.31 m 

In the cases, for AIDs 1, 2, 3, there are larger cavita-
tion zones in the impeller eye at the NPSH 3 % than in 
the AID 0, which differs significantly in shape. They are 
located near the suction side of the blades and close to the 
front shroud (Fig. 5 c). Mentioned zones overlap 1/2 area 
of the passage between leading edges of neighboring 
blades. This was caused by the union of the cavitation 
zone of the diffuser with the cavitation zone in the impel-
ler and the change in the direction of the absolute velocity 
at the impeller inlet. The reduction of the diameter of the 
AID causes the displacement of the cavitation zone in the 
impeller to the front shroud. 

The vapour distribution in the impeller cross section at 
a distance of 3/4 width of the blade from the front shroud 
at the leading edges demonstrates a decrease in the cavi-
tation zone (Fig. 6), but really the cavitation zone just 
shifts to the front shroud. This confirms the above pre-
sented conclusions regarding the change in the cavitation 
zone (Fig. 5 b, c). 

The distribution of the absolute pressure in the impel-
ler at (0.7, 1.0, 1.3)·Qnom is qualitatively similar (Fig. 7). 
However, larger areas of low pressure at the suction side 
of the blades near the leading edges are observed for a 
smaller value of the flow rate. This causes an increase in 
cavitation zones. 

 

 
a 

 
b 

 
c 

 
d 

Figure 8 – The vapour volume fraction distribution in a longitu-

dinal section of the AID at Qnom:  

a – AID 0 NPSH 3 % = 0.31 m; b – AID 1 NPSH 3 % = 0.51 m; 

c – AID 2 NPSH 3 % = 0.77 m; d – AID 3 NPSH 3 % = 1.19 m 
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Cavitation in the AID 0 does not occur under the con-

sidered conditions (Fig. 8). There is an increase in the 

area of the cavitation zones in the diffuser section of the 

AID, when the diameter is reduced and the diffuser angle 

is simultaneously increased, which is a consequence of 

the strengthening of the detachment process. It should be 

noted, that cavitation in the impeller begins earlier than in 

the AID. At the same time, the value of the required 

NPSH (NPSHR = 1.3·NPSH 3 %) coincides with the first 

occurrence of cavitation in the AID and rather large cavi-

tation zones in the impeller. That is, first of all, the de-

struction of the material through cavitation will be in the 

impeller. It should be noted, that there are significantly 

smaller zones of cavitation in the diffuser of the AID 3 

compared AIDs 0, 1, 2, but there is an essential decrease 

in pressure. 

Places of appears and structure of the cavitation zones 

are illustrated by the example of the AID 2 (Fig. 9). Cavi-

tation almost simultaneously appears in two zones 

(Fig. 9 a). The first zone is after cone at the beginning of 

the straight section. The second zone is at the beginning 

of the diffuser section of the AID. The cavitation zones 

are similar in the AIDs 1, 2, and 3. These zones are rapid-

ly increasing by area with decreasing NPSH value 

(Fig. 9 b). In addition, cavitation appears in the third 

zone, located near the fairing at the outlet of the diffuser 

section. The cavitation zone increases and overlaps big-

ger area at the impeller eye, which leads to the decrease 

of the flow diameter of the AID. 

 

 
a 

 
b 

Figure 9 – The cavitation structure in the AID 2 at Qnom:  

a – NPSH = 0.79 m; b – NPSH 3 % = 0.77 m 

 

In general, Cucha et.al [10] described a similar process 

of cavitation occurrence like in the first zone. However, 

rotation of the walls causes its “blurring” and stretching 

of the vapor along the AID (Fig. 8, 9, 10), which is likely 

caused by the presence of a circular component of abso-

lute velocity near the inner surface of the AID. “Blurring” 

is more prominent, with a larger diameter and, respective-

ly, a larger circular component of the absolute velocity. 

Its intensity decreases, when decreasing the flow rate, 

which could be explained by the reduction in the axial 

component of the absolute velocity. This phenomenon is 

described in more detail at the publication [14]. 

The decrease of the flow rate causes the increase in the 

area of the cavitation zones in the AIDs 1,2,3 due to the 

increase of the absolute pressure in the outlet of diffuser 

and vice versa (Fig. 10). 

 

 
a 

 
b 

Figure 10 – The vapour volume fraction distribution  

in a longitudinal section of the AID 2:  

a – 0.7·Qnom NPSH 3 % = 0.38 m;  

b – 1.3·Qnom NPSH 3 % = 1.31 m 

The pictures of the absolute pressure distribution in the 

AIDs show the zones of the reduced pressure (Fig. 11), 

which correspond to the zones of the cavitation emer-

gence. The first zone is after cone, the second zone is at 

the beginning of diffuser section, the third one is located 

near the fairing at the outlet of the diffuser section. These 

are the zones of the velocity increasing (due to the change 

in the cross–sectional area of the passage channel) and 

changes of the fluid flow direction. There is no zone with 

pressure below saturated vapor pressure in the AID 0. 

The absolute pressure distribution is similar for the 

AIDs 1, 2, and 3. 

 

 
a 

 
b 

Figure 11 – The pressure distribution in a longitudinal section 

of AID at Qnom: a – AID 0 NPSH 3 % = 0.31 m;  

b – AID 2 NPSH 3 % = 0.77 m 
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A possible way of eliminating the first and the second 

zones of absolute pressure reduction is to use a curviline-

ar wall profile of the cone and diffuser. They have to 

ensure a smooth change in the diameter of the passage 

channel and, as a consequence, smooth flow around the 

walls. To remove the third zone, it is necessary to change 

the shape of the fairing, giving it a more conical shape. 

5 Conclusion 

The analysis of the presented results of the numerical 

simulations of the working process in the centrifugal 

pump and the physical experiments under the condition 

of alteration of the geometric parameters (diameter and, 

respectively, the angles of the cone and the diffuser) of 

the AID with rotating walls make it possible to do the 

following conclusions. 

The curves of the cavitation characteristics of the ana-

lyzed pump have a similar shape, but determined by 

means of the experiment have higher values compare to 

CFD. This can be explained by different roughness (and 

it structure) of walls in numerical model and experi-

mental and disregard volume losses. 

The best cavitation performance has the pump with the 

basic AID. According to the results of the numerical ex-

periment its equals NPSH 3 % = 0.3 m at Qnom. The value 

of the NPSH 3 % increases with decreasing diameter of 

the AID and proportional to the change of the flow rate. 

The maximum value of the NPSH 3 % is 1.2 m for AID 3 

at Qnom. 

The calculated values of the suction specific speed at 

Qnom for AID 0, 1, 2, and 3 are respectively 231, 160, 118,  

and 85. The base AID has better performance than stand-

ard pumps, AID 1 has a permissible value and AID 2, and 

3 have understated. 

The cavitation in the impeller beginning earlier than in 

the AID. That is, the proposed design of the AID will not 

be endangered to the destruction if the pump is operating 

with pressure above the NPSHR. 

The value of the NPSH 3 % increases and the shape of 

the cavitation zones substantially change with the de-

crease in the diameter of the cylindrical section of the 

AID. The cavitation zones shifts to the suction side of the 

blades and the front shroud, while occupies to ½ of the 

cross–sectional area of the passage between blades near 

leading edges. This is caused by the union of the cavita-

tion zone of the diffuser with the cavitation zone in the 

impeller and the change in the direction of absolute ve-

locity at the inlet to the impeller. 

The rotation of the AID causes swirling flow character 

near its walls and, as a result, the separation from the 

walls and the “blurring” of the cavitation zones occurs. 

“Blurring” is more prominent, with a larger diameter and, 

respectively, a larger circular component of the absolute 

velocity. Its intensity decreases, when decreasing the flow 

rate, which is explained by the decrease in the axial com-

ponent of absolute velocity. 

The results of the conducted research show that in or-

der to improve the cavitation performances of the AID of 

the centrifugal pump in the considered structure, it should 

be avoided abrupt transitions from cone to the cylindrical 

section, and then to the diffuser section of the AID. It is 

better to use curvilinear wall profile of the cone and dif-

fuser. 
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Вплив підвідного обертового осьового пристрою  

на кавітаційні процеси у відцентровому насосі 
Молошний О. М.1, Шульц П.2, Сотник М. І.1 

1 Сумський державний університет, вул. Римського-Корсикова, 2, 40007, м. Суми, Україна;  
2 Вроцлавський університет науки і техніки, вул. Берег Вишпянскєґо, 27, 50-370, м. Вроцлав, Польща 

Анотація. Робота присвячена аналізу кавітаційних процесів у проточній частині відцентрового насоса. 

Нова концепція двопотічного герметичного насоса потребує застосування спеціального підвідного пристрою, 
що входить до складу обертаючих елементів електродвигуна. Проаналізовано чотири моделі осьового 

підвідного пристрою. Перша є базовою і має циліндричну форму з незначною дифузорністю та конусом 

перед робочим колесом. Інші три мають нерухомий конус, який є частиною корпусу, а також прямолінійну і 
дифузорну ділянки, що обертаються з частотою обертання вала насоса, а також обтічник сферичної форми. 
Дослідження проведено за допомогою фізичного експерименту і числового моделювання. Аналіз результатів 

показує, що насос із базовим підвідним пристроєм має кавітаційний запас вище середньостатистичного для 

подібної геометрії. Кавітаційні характеристики насоса, отримані числовим моделюваням і шляхом 

проведення фізичного експерименту, мають подібні форми, проте останні мають вищі значення. Кавітація у 

робочому колесі починається раніше, ніж в осьовому підвідному пристрої. Кавітаційні зони в осьовому 

підвідному пристрої розташовані після звуження поперечного перерізу – на початку дифузорної ділянки і 
біля обтічника на виході з дифузора. Кавітаційна зона, що знаходиться після конфузору, відривається від 

стінок осьового підвідного пристрою. При зменшенні діаметра в осьовому підвідному пристрої через втрати 

напору в ньому відбувається підвищення значення кавітаційного запасу. 

Ключові слова: підвід, вхідний патрубок, робоче колесо, конфузор, дифузор, CFD, кавітаційний запас,  
кавітаційна характеристика. 
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Abstract. In the paper, some approaches to dynamic modeling of heat transfer through external building construc-

tions are presented. The model of heat transfer dynamics through a wall was designed on the base of mathematical 

describing of an energy balance for the elementary layer of a plane wall. The wall was considered as a continuum 

with continuously distributed thermal resistance and capacity. Based on the designed analytical mathematical model, 

a simulation model in MATLAB/Simulink environment was developed. These dynamic models of heat transfer 

through the wall with real materials parameters and also through the window with real thermal parameters were simu-

lated and some simulation results are presented in the paper. 

Keywords: dynamic modeling, mathematical model, heat transfer. 

1 Introduction 

Heating, cooling, and lighting are the primary energy 

consumers in buildings, but heating is predominant [1]. 

To improve energy efficiency and reduce energy con-

sumption, it is highly important to obtain patterns of en-

ergy use, climatic conditions, heat transfer characteristics, 

and ventilation requirements. 

Heating models can be installed on the basis of system 

identification and statistical methods to assess the energy 

consumption of buildings by combining existing data. 

Since the interior of the building is not always meet the 

requirements of comfort, the reaction of the building 

should be corrected through the heating or air-

conditioning systems that act as controlled heat or cold 

sources [2]. 

Due to a high number of insulating materials are wide-

ly used in new construction and modern building enve-

lope has more complicated internal and external struc-

tures [3], the problem of dynamic simulation of heat 

transfer through external building constructions is the 

urgent scientific problem. 

Previously developed simplified models are able to de-

scribe existing building systems with the aim of predic-

tion for air-conditioning system optimal control [4]. 

However, these models need to be supplemented by de-

tailed physical models of heat transfer. 

2 Literature Review 

A number of research works are aimed at ensuring the 

precise dynamic simulation of heat transfer through ex-

ternal building constructions. Particularly, the paper [5] 

presents the analysis of energy demand in residential 

buildings for different climates by means of dynamic 

simulation. 

The paper [6] presents a solution of the problem of 

heat transfer through walls for energy independent build-

ing applications in the form of an optimized, thermally 

controlled storage using phase change materials integrat-

ed to building walls. 

Thermal dynamic modeling and simulation of a heat-

ing system for a multi-zone office building equipped with 

demand controlled ventilation using MATLAB/Simulink 

is presented in the paper [7]. 

Using the CFD methods for numerical simulation of 

the heat and mass transfer processes is proposed in the 

articles [8, 9]. 

Modeling of conduction transfer functions for typical 

thermal bridges identified in BIM data is proposed in the 

paper [10]. 

Comparison of steady-state and dynamic building en-

ergy simulation programs is discovered in the research 

work [11]. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).e6
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3 Research Methodology 

3.1 Mathematical description of heat transfer 

dynamics through a wall 

For the design of the mathematical model of heat 

transfer dynamics through the wall, we have considered a 

single-layered plane wall, where the wall has been con-

sidered as a continuum with continuously distributed 

thermal resistance and capacity. We have chosen elemen-

tary layer with following parameters, m (Figure 1): 

dy – thickness of an elementary layer in a plane wall; 

di – thickness of the whole single-layered plane wall;  

y – a distance of elementary layer from the heated sur-

face. 

di

y dy

F1 F F +dF F2

 

Figure 1 – Single-layered plane wall 

Let’s others variable has been used for mathematical 

description: F1 – heat flow supplied into the heated wall 

surface, W; F2 – heat flow taken away from the cooled 

wall surface, W; F – heat flow inputs into unit surface of 

layer dy, and heat flow (F + dF) outputs from it, W. 

Material parameters of a single-layered plane wall 

which have been used for mathematical description:  

c – specific heat capacity, J/(kgK);  – volume weight, 

kg/m
3
;  – heat conductivity of wall material, W/(mK). 

If a wall of the real building is considered, which con-

sists of several layers (Figure 2) with various parameters 

of each material, the materials parameters and the tem-

peratures on both sides of such wall can be denote as 

follows: w1 – temperature of the heated wall surface, K; 

w2 – temperature of the cooled wall surface, K; w – 

temperature of elementary layer, K; di – i-layer thickness, 

m; λi – heat conductivity of i-layer material, W/(mK). 

The parameters of the multi-layered wall are calculat-

ed as follows: Ri = di/λi – thermal resistance of i-layer 

with thickness di, Km2
/W; dw = 



n

i

id
1

 – thickness of 

multi-layered wall, which consists from layers with 

thickness di, m; R = 


n

i

iR
1

 – thermal resistance of multi-

layered wall, which consists from layers with thermal 

resistance Ri, Km2
/W; U = 1/R – heat transfer coefficient, 

W/(m
2K). 

According to [12] the heat energy does not originate 

either does not dissolve in considering an elementary 

layer of the wall. Then the difference of input heat and 

output heat in the layer has to be equal to the time varia-

tion of the energy in a layer. 

Let’s c is a specific heat capacity and  is a volume 

weight of the wall material, then: 

    ,dd yc
t

w 



FFF   (1) 

where heat flow dF is: 

 .dd y
y
F

F  (2) 

dw

                 d3                          d4    
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Figure 2 – Multi-layered plane wall 

If specific heat capacity c and volume weight  of the 

used wall material are constant, then: 

 .
t

c
y

w






F


  (3) 

According to Fourier’s law, the heat flow is directly 

proportional to the temperature gradient 

 ,
y

w




F


  (4) 

where  is the heat conductivity coefficient of the used 

wall material. 

These partial differential equations (3) and (4) with 

relevant initial and border conditions completely describe 

non-stationary one-dimensional heat flow. After expres-

sion of dependent variables by their values and incre-

ments and their conversion to non-dimensional form 

[13, 14] we have got partial differential equations system 

of heat transfer dynamics through a wall: 

 ;0






 F

t

xd
c

y

x ww 


  (5) 

 .0



F

y

x
dx w

w

  (6) 

http://slovnik.azet.sk/preklad/anglicko-slovensky/?q=volume+weight
http://slovnik.azet.sk/preklad/anglicko-slovensky/?q=volume+weight


 

Journal of Engineering Sciences, Volume 6, Issue 1 (2019), pp. E 33–E 38 E 35 

 

This system describes the dependence of non-

dimensional variables xF for heat flows F and xw for 

temperatures w, but it still needs to be supplemented by 

equations of heat transfer on both sides of the wall sur-

faces. In dimensionless form for the indoor surface area it 

is valid: 

   ,1111211

*

11 wwaw xhxxxxx    FF
 (7) 

where x
*
Ф1 includes also external effects on the heat 

flow transfer into the wall, xθa2 is the temperature of air 

warming the wall, κ1 = h1·dw/λ, and h1 is heat transfer 

coefficient between air and wall surface, W/(m
2K). 

Similarly, for the outdoor surface area it is valid: 

   ,222222

*

22 woww xhxxxxx    FF
 (8) 

where x
*
Ф2 includes external conditions of the heat 

flow transfer from the wall, ox  is the temperature of air 

cooling the wall, κ2 = h2·dw/λ, and h2 is heat transfer coef-

ficient between the wall surface and air W/(m
2K). 

Using Laplace transform and some substitutions (de-

tailed described in [15]) we have got equations: 

          ;22112 pXpGpXpGpX w FF
 (9) 

          ,21131 pXpGpXpGpX ww   F
 (10) 

where: 
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Then using substitution solved in [15] and substitution 

p = Ts·s, we have got transfer functions: 
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where Ts = d
 2

s·ρ·с/λ is constant, which is depended on 

wall properties dw and 

 .···
11





n

i i

i
w

n

i

iww

d
dRdRd


  (17) 

Based on equations (7)–(10) block diagram of heat 

transfer dynamics through a wall was designed and it is 

shown in Figure 3. 
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Xw2
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Figure 3 – Block diagram of heat transfer dynamics  

through a wall 

3.2 Simulation model of heat transfer 

dynamics 

In Figure 4, there is presented dynamic simulation 

model of heat transfer through a wall developed in 

MATLAB/Simulink environment. This model was de-

signed on the base of the block diagram of heat transfer 

dynamics through a wall (Figure 3) corresponding to 

transfer functions (14)–(16) of partial differential equa-

tion system (9), (10). 

According to (9) and (10), temperature θw1 of the heat-

ed wall surface and heat flow Ф2 taken away from cooled 

wall surface is calculated from heat flow Ф1 supplied into 

the heated wall surface and from temperature  θw2 of the 

cooled wall surface. Heat flow Ф1 supplied into the heat-

ed wall surface is calculated using equation (7) with two 

inputs: temperature θa2 of air warming the wall and tem-

perature θw1 of the heated wall surface. The temperature 

of the cooled wall surface θw2 is calculated using equation 

(8) and it serves as input into main parts of the model. 

The main part of the model is Transfer Fcnblocks 

G1a = G1b = G1, G2, and G3, which determine the dynam-

ics of the system. Another important part of the model is 

hierarchical blocks named “standardize”, which serve for 

calculation of main variables in the model. 

4 Results 

Using the model in Figure 4 we have simulated heat 

transfer through the real wall and through the real win-

dow, to compare different materials of multi-layered wall, 

thermal parameters, energy losses, etc. 

Firstly, heat transfer through the real wall was simulat-

ed (Figure 5) with following real parameters, which have 

corresponded to parameters measured on typical building 

wall with thickness dw = 0.520 m, where the wall has 

consisted of an internal plaster with thickness 0.015 m, 

external plaster with thickness 0.015 m, internal isolation 

layer 0.150 m, external isolation layer 0.050 m, and final-

ly brick layer thickness layer 0.290 m. The wall material 

volume weight was  = 1 400 kg/m
3
, and its specific heat 

capacity c = 840 J/(kgK). Thermal conductivity , 

W/(mK), has been calculated as 
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Figure4 – Dynamic simulation model of heat transfer through a wall 

 ,
R

dw  (18) 

where R is thermal resistance obtained by formula (for 

the case of the total number of layers n = 5): 

 .
5

1





i i

id
R


 (19) 

Thermal conductivities of the individual wall layers, 

W/(mK): 1 = 0.70, 2 = 0.03, 3 = 0.52, 4 = 0.04, and 

5 = 0.87. 

So, thermal conductivity of the simulated multi-

layered wall is  = 0.15 W/(mK). 

Outdoor temperature o has been simulated as a sine 

wave with period 86 400 s (i. e. 24 hours), and amplitude 

5 °C. The temperature of heating water b1 has been 

50 °C. 

Next, heat transfer through the real wall was simulated 

(Figure 6) with the following real parameters: thermal 

resistance R = 1 Km2
/W, dw = 0.030 m. Outdoor temper-

ature o has been simulated again as a sine wave with 

period 86 400 s (i. e. 24 hours) and amplitude 5 °C. The 

temperature of heating water b1 has been 50 °C. 

 

Figure 5 – Simulation results of heat transfer through the real wall: temperature of the heated  

wall surface θw1 (Tw1), and temperature of the cooled wall surface θw2 (Tw2) 
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Figure 6 – Simulation results of heat transfer through the real window: temperature of the heated  

window surface θw1 (Tw1), and temperature of the cooled window surface θw2 (Tw2) 

5 Conclusions 

To summarize, the described mathematical model of 

heat transfer dynamics through a plane wall has led to the 

system of partial differential equations which second-

order transfer functions were derived. Model parameters 

of single-layered and multi-layered plain walls were also 

described in the paper. Based on the designed analytical 

model of heat transfer through a wall, a dynamic simula-

tion model in MATLAB/Simulink environment was de-

veloped. This model has been tested for different real 

wall material parameters, for example, a brick wall, insu-

lated wall, etc. The tested model was also used for simu-

lation of heat transfer through the real window. 

Comparison of simulation results in Figures 5, 6 shows 

that the temperature of the heated wall surface is higher 

than the temperature of the heated window surface. Con-

versely, the temperature of the cooled wall surface is 

lower than the temperature of the cooled window surface. 

It shows that heat losses through the window with worse 

thermal properties are higher than through the wall with 

better thermal properties. So, the achieved simulation 

results have confirmed the right approach to model de-

sign. 

From the point of view of model dynamics, it can be 

stated that the dynamic change in the outdoor temperature 

had an impact especially on the temperature of the cooled 

wall or window surface. This impact is with time delay 

given by system time constant. The achieved simulation 

results are in line with theoretical assumptions. 

The designed and tested dynamic model of heat trans-

fer through external building constructions is needed for 

simulation of the heating process control based on out-

door temperature compensation. So in the future work, 

this model will be implemented into a dynamic simula-

tion model of the heating system containing model of 

heating body and a model of heating curves. 
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Динамічне моделювання теплообміну через зовнішні будівельні конструкції 
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вул. Римського-Корсакова, 2, 40007, м. Суми, Україна 

Анотація. У статті представлені теоретичний і числовий підходи до динамічного моделювання 
теплообміну через зовнішні будівельні конструкції. У результаті розроблено модель динаміки теплопередачі 
через стіну на основі математичного моделювання енергетичного балансу елементарного шару плоскої 
стінки. Стіна розглядалась як суцільне середовище з безперервно розподіленим тепловим опором і ємністю. 

На основі розробленого аналітичного підходу, що реалізує запропоновану математичну модель, розроблено 
імітаційну модель із застосуванням середовища MATLAB/Simulink. Продемонстровано динамічну модель 
теплопередачі через стіну з параметрами реальних матеріалів, а також через вікно з реальними тепловими 
параметрами. Результати моделювання представлені графічно. 

Ключові слова: динамічне моделювання, математична модель, теплообмін. 



 

Journal of Engineering Sciences, Volume 6, Issue 1 (2019), pp. F 1–F 5 F 1 

 

JOURNAL OF ENGINEERING SCIENCES 

ЖУРНАЛ ІНЖЕНЕРНИХ НАУК 

ЖУРНАЛ ИНЖЕНЕРНЫХ НАУК 

Web site: http://jes.sumdu.edu.ua 

DOI: 10.21272/jes.2019.6(1).f1                                                        Volume 6, Issue 1 (2019) 
 

UDC 66.074-911.69:66.022.62 

Solving the Nonstationary Problem of the Disperse Phase Concentration  

during the Pneumoclassification Process of Mechanical Mixtures 

Pavlenko I. V.1, Yukhymenko M. P.1*, Lytvynenko A. V.1, Bocko J.2 

1 Sumy State University, 2 Rymskogo-Korsakova St., 40007 Sumy, Ukraine;  
2 Technical University of Kosice, 1/9 Letna St., 040 01 Kosice, Slovak Republic 

Article info: 

Paper received: 
The final version of the paper received: 
Paper accepted online: 

 
July 10, 2018 
December 18, 2018 
December 23, 2018 

*Corresponding Author’s Address: 

yukhimenko@pohnp.sumdu.edu.ua 

Abstract. The article dials with studying of the gas-dispersed systems classification process in gravitation pneu-
moclassifiers of prismatic shape. The aim of the research is to determine operating parameters of the investigated 
process. Recent research is based on the previously developed mathematical model of hydrodynamics for a gas-
dispersed flow in a vertical channel with variable cross-section. As a development of this study, a physical model 
based on the process of kinetic removal from the mixture was used. This process is caused by the removal of fine par-
ticles from the weighed layer in the case of theirs low velocities in comparison with the average gas flow velocity. 
This model also considers the inertial effect due to the kinetic energy of fine particles removed from the surface of 
the weighted later. The first order linear nonhomogeneous partial differential equation describing the unsteady pro-
cess of changing the dispersed phase concentration in the gas-mechanical mixture by channel height was solved by 
mathematical modeling using the combination of direct and inverse Laplace transforms. As a result, for the first time 
the general solution was obtained for for non-trivial boundary and initial conditions. This fact allowed developing the 
mathematical model of the nonstationary problem for the disperse phase concentration during the pneumoclassifica-
tion process of mechanical mixtures in pneumoclassifiers. The model allows determining the concentration of fine 
fraction of the gas-dispersed mixture by channel height in operating volume of the device, as well as evaluating time 
of the pneumoclassification process. Particularly, it was found that the dispersed phase concentration decreases by the 
height of the apparatus with respect to time. This fact proves the possibility of effective separation of components in 
gas-mechanical mixtures. Finally, the achieved results allow proposing the engineering technique for calculations of 
vertial-type gravitation pneumoclassifiers. 

Keywords: pneumoclassifier, weighted layer, fine particles, agglomeration, mathematical modeling, Laplace trans-
form, Heaviside step function. 

1 Introduction 

The increase of the efficiency of chemical, heat and 
mass transfer processes for heterogeneous systems is 
mainly achieved using powdering of solid materials with 
a given granulometric composition. Therefore, in techno-
logical lines, pneumoclassifiers are installed to separate 
the solid phase of gas-liquid mixtures into two fractions 
with a predominant content of fine particles. If the dust 
content is less than 15–20 %, pneumoclassifiers are effec-
tively used as separators for the decomposition of mix-
tures. When separating of binary mixtures with the equal 
content of fine and coarse fractions, traditionall pneu-
moclassifiers ensure the purity of the resulting fractions 
up to 70–75 %. Due to the existence of technologies  requir-
ing clean  separation  products  not less than 95 %,  it  is  the  

 
 
development of new designs of separation equipment is 
needed realizing fundamentally different organization of 
the pneumoclassification process and pneumatic enrich-
ment of gas-mechanical mixtures to obtain clean separa-
tion products. In this case, mathematical modeling of the 
separation process in a gravitational pneumoclassifier is 
an urgent problem, which is essential for the study of 
chemical technology processes. The scientific novelty of 
the research confirms the need to solve the insufficiently 
solved problem of investigating the pneumatic classifica-
tion and enrichment processes for mechanical mixtures. 
The practical significance of the achieved results is to 
improve up-to-date scientifically based methods for cal-
culations of main technological parameters and related 
characteristics of pneumoclassifiers. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).f1
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2 Literature Review 

The first ways for improvement of pneumoclassifiers 
were proposed in the research works [1, 2]. As a result, 
modifications of classifier designs with mobile inclined 
grid were proposed for increasing of the operating pro-
cess efficiency. 

The investigation of the classification process for pol-
ydisperse materials in the gravitational air classifier was 
considered within the previous research [3]. As a result, 
the problem of the separation efficiency was solved for 
polydisperse materials, as well as methods for increasing 
the separation quality are proposed. Additionally, the 
results of experimental research and computer simulation 
were obtained and analyzed. Based on the achieved data, 
the possibility of increasing gas flow influence to poly-
dispersed materials were found. 

The effect of particle concentration on fluctuating ve-
locity of the disperse phase for turbulent pipe flow was 
investigated in the paper [4]. As a result, experimental 
investigations of the fluctuation velocity distributions of 
solid particles were presented for the gas turbulent pipe 
flow. An influence of the particle concentration on the 
increasing of axial fluctuation velocity in the pipe wall 
region was observed. 

In the paper [5], a concentrated suspension flow of sol-
id spherical particles was modelled using numerical ex-
periment. As a result, the self-diffusion coefficient was 
obtained. It was shown that spheres at volume fraction 
about 13 % form a percolation cluster. Finally, the de-
pendence of the self-diffusion coefficient on volume frac-
tion of particles was investigated. 

The research papers [6–9] dials with the process of ag-
glomeration as a common phenomenon in separation and 
pneumiclassification processes. As a result of using the 
Rumpf model [6] and related numerical simulations, it is 
proved that the mechanical properties of agglomerates 
depend on their structures. It was proved that the acoustic 
agglomeration technology can be applied for removal of 
fine particles [7]. Comparison of agglomeration behavior 
of fine particles in during mixing is presented in the paper 
[8]. Finally, ways for experimental evaluation of chemi-
cal agglomeration of fine particles in gas-mechanical 
mixtures are presented in the research work [9]. 

3 Research Methodology 

Previously obtained equations [3] allows determining 
the velocity field of the two-phase flow, as well as evalu-
ating changes of particles velocities of mixed material by 
the width and height of pneumoclassifier’s housing de-
pending on the gas flow action. 

It should be noted that the action of friction forces on 
the particles, flow compression and bending forces be-
tween particles significantly impact on the redistribution 
of particle velocity in the separated flow. At the same 
time, the gas flow rate decreases due to the additional 
hydraulic resistance as a result of aggregation of the bulk 
material in agglomerates. 

Due to abovementioned, the process of fine fracture 
concentration changing in a pneumoclassifier of the pris-
matic form with veriable cross-sections is considered 
with respect to time and spatial position of particles  
(Figure 1). 

 

 

Figure 1 – Design scheme of the pneumoclassifier:  
1 – separation zone; 2 – housing; 3 – accelerating zone;  

4 – loading hopper; 5 – discharge pipe for a coarse fraction;  
6 – discharge pipe for a fine fraction 

In the case of unchangeable physical parameters in a 
transverse direction (∂/∂x = 0) and relatively insufficient 
transverse velocity component (|dx/dt| << |v(y)|), the 
equation describing the operating process takes the fol-
lowing form [10]: 
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where t – time, s; x, y – transverse and vertical coordi-
nates, m; v – vertical component of flow velocity, m/s;  
cp – concentration of fine particle in a flow, kg/kg;  
c* – equilibrium concentration of fine fraction in a 
weighted mode, kg/kg; ky – removal ratio determining 
experimentally, s–1. 

Abovementioned simplifications are argued due to the 
fact, that the width of the pneumoclassifier is much less 
than its height. Additionally, the velocity of solid parti-
cles in the horizontal direction (from the x axis of the 
apparatus to the walls) significantly decreases due to the 
inhibitory effect. Therefore, the gas flow in the transverse 
direction does not significantly impact on the separation 
of particles by their size. 

The equation (1) defines the removal of fine particles 
from the weighed layer in the case of theirs low velocities 
in comparison with the average gas flow velocity. In the 
case of the relatively constant velocity v, this equation 
has the precise analytical solution, which can be obtained 
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using the Laplace transform [11] with respect to time t. 
The corresponding originals and their mappings can be 
given in the following forms: 
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where Y, s – new parameters of the vertical coordinate 
y and time t respectively; Cp – reflecting function for the 
fine fraction concentration; cp0(y) – distribution function 
of the initial concentration. 

After applying transformations (2), the equation (1) 
takes the following form: 
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Identical transformations allow obtaining the follow-
ing first-order heterogeneous ordinary differential equa-
tion with respect to the vertical coordinate y: 
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Previous research of the two-phase flow indicates the 
fact, that the trajectories of fine particles are aligned by 
the channel height. Consequently, the gas flow does not 
significantly affect the shearing of particles to the wall. In 
this case, considering v = const, cp0 = const, the differen-
tial equation (4) has the following general solution: 
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where A – the integration constant determined from the 
boundary condition: 

   ,,0 in
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which can be rewritten after the direct Laplace transform 
in the following form: 
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The last two formulas contain the initial concentration 
cp

in of the disperse phase. 
The substitution of the boundary condition (7) into the 

formula (5) allows obtaining the following expression for 
the integration constant: 
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Hence, the general solution (5) takes the following 
form: 
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Using the inverse Laplace transform to elements of the 
obtained expression: 
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where H(t) – Heaviside step function, allows finally 
obtaining the expression for the distribution function of 
the disperse phase concentration: 
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4 Results and Discussion 

A general solution of the nonstationary problem of the 
disperse phase concentration during the pneumoclassifi-
cation process of mechanical mixtures can be obtained 
ubder the condition cp

in = cp0: 
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It should be noted that this solution approaches the fol-
lowing curve asymptotically with respect to time: 
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This equation describes the equilibrium state as a re-
sult of the solution of stationary problem of fine particles 
concentration. 

Introducing the dimensionless coordinates 
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allows rewriting the dependencies (12) and (13) in the 
following universal forms: 
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presented graphically in Figures 2, 3. 
 

 

Figure 2 – The surface of changing the fine particles concentra-
tion in a weighed layer by the height of the apparatus and time 

for different values of equilibrium concentration 

 

Figure 3 – Universal characteristics of changing the fine  
particles concentration in a weighed layer by the height  

of the apparatus for the equilibrium state 

Figure 2 discovers the existence of the dimensionless 

time τ0 = 1 as a limit value, when the concentration de-
creases by the height. Consequently, due to the depend-
encies (14), the related time is determined by the follow-

ing formula: 
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  (18) 

5 Conclusions 

Mathematical model of the pneumoclassification pro-

cess is developed. As a result, the nonstationary problem 
of investigating the operating processes in gravitational 
pneumoclassifiers is solved. The analytical dependence 

for the fine particles concentration is obtained. As a par-
tial result of the solution of stationary problem, the ex-

pression for equilibrium concentration is determined. 
Additionally, the critical time is discovered, when the 
concentration decreases by the height, as well as the re-

lated expression for its calculation is obtained. Overall, 
the possibility of effective separation of components in 

gas-mechanical mixtures is proved. 
The results of the abovementioned research allow pro-

posing the engineering technique for calculations of ver-

tial-type gravitation pneumoclassifiers. 
The further research will be aimed at the implementa-

tion of the developed mathematical model in the process 
of designing the module separation equipment. 
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Розв’язання нестаціонарної задачі про визначення концентрації дисперсної  
фази у процесі пневмокласифікації механічних сумішей 

Павленко І. В.1, Юхименко М. П.1, Литвиненко А. В.1, Боцко Й.2 

1 Сумський державний університет, вул. Римського-Корсакова, 2, 40007, м. Суми, Україна;  
2 Технічний університет м. Кошице, вул. Літня, 1/9, 040 01, м. Кошице, Словаччина 

Анотація. Робота присвячена дослідженню процесу класифікації газодисперсних систем у гравітаційних 
пневмокласифікаторах призматичної форми. Метою роботи є встановлення робочих параметрів 
досліджуваного процессу, в основі якого є попередньо розроблена математична модель гідродинаміки руху 
газодисперсного потоку у вертикальному каналі змінного перерізу. Як розвиток цього дослідження, 
застосовано фізичну модель, засновану на процесі кінетичного винесення суміші, обумовленого винесення 
дрібних частинок взваженого шару, швидкість яких менша за швидкість газового потоку. Ця модель також 
ураховує інерційний ефект, обумовлений кінетичною енергією дисперсної фази, що виноситься з поверхні 
зваженого шару. Шляхом математичного моделювання із застосуванням комбінації прямого і оберненого 
перетворень Лапласа розв’язано лінійне неоднорідне диференціальне рівняння першого порядку у частинних 
похідних, що описує нестаціонарний процес зміни концентрації дисперсної фази газомеханічної суміші по 
висоті каналу. У результаті для нетривіальних граничних і початкових умов вперше отримано загальний 
розв’язок, що дозволило розробити математичну модель нестаціонарної задачі про визначення концентрації 
дисперсної фази у пневмокласифікаторах. Розроблена математична модель дозволяє встановити зміну 
концентрації дрібної фракції газодисперсної суміші по висоті робочого об’єму апарата, а також оцінити час 
процесу пневмокласифікації. Зокрема, встановлено, що концентрація дисперсної фази з часом зменшується 
по висоті апарату, що свідчить про можливість ефективного розділення компонентів газомеханічної суміші. 
Таким чином, отримані результати дозволяють створити інженерну методику розрахунку вертикальних 
гравітаційних пневмокласифікаторів призматичної форми зі змінним поперечним перерізом. 

Ключові слова: пневмокласифікатор, взважений шар, дрібна фракція, агломерація, математичне 
моделювання, перетворення Лапласа, функція Хевісайда. 
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Abstract. The article deals with the actual problem of improving the vacuum cooling efficiency systems during 

the biodiesel production by using vacuum devices account for the liquid-vapor ejector, which operates on the princi-

ple of jet thermal compression. The purpose of this study is the feasibility of using vacuum devices, that based on the 

liquid-vapor ejector, and takes as a basis the principle of jet thermal compression in vacuum cooling systems of bio-

diesel production units. This article describes the basic scheme of the cooling system devices during the biodiesel 

production, which includes a three-stage steam-jet ejector and the proposed scheme based on the liquid-vapor ejector. 

A comparative analysis of the vacuum cooling systems during biodiesel production units was realized, where the 

schemes were compared on the basis of existent three-stage steam-jet ejectors and a new single-stage vacuum unit 

based on a liquid-vapor ejector. An exergy method of assessing the effectiveness of the proposed equipment was used 

as a comparison, because in the working process there is a transformation of two energy types: electric for the pump 

drive and heat for heating the working fluid of the active flow in the exchanger-heater. The intermediate pressure be-

tween the liquid-vapor ejector and the liquid-ring vacuum pump can help to achieve the highest characteristics of the 

new technology on the optimization parameters. 

Keywords: vacuum cooling system, liquid-vapor ejector, biodiesel production, exergy efficiency. 

1 Introduction 

At the present stage of industrial development of the 

European Union and North America countries, renewable 

energy sources are widely used, in particular, the re-

placement of traditional fossil carbon energy sources with 

products of plant and natural origin. A price increasing on 

oil and natural gas, poses a challenge to modern science 

to find environmentally friendly fuel, which would be a 

relatively cheap alternative to existing but would not 

pollute the environment. 

In particular, biodiesel belongs to this sort that lately is 

becoming more widely used. Thus, in 2010, in the Euro-

pean Union countries for its production was about 6 % of 

all fuel, and in 2020 this figure will increase to 20–25 %. 

An integral part of the biodiesel production is the pro-

cess of purification of its raw materials from odorants, 

which is carried out at a pressure below atmospheric 

pressure. The world's leading manufacturers still use 

multistage vacuum units based on steam-jet ejectors with 

intermediate condensers, often in combination with liq-

uid-ring vacuum pumps, which are unproductive(only 2–
10 %). 

Therefore, at this stage it is very important to use sig-

nificantly liquid-vapor ejectors (LVE), which are based 

on the principle of jet thermal compression. These units 

are much more efficient due to a better workflow and can 

significantly simplify the design of the installation, as 

there is usually a single-stage. 

2 Literature Review 

The working process of the liquid-vapor ejector, which 

operates on the principle of jet thermal compression is 

quite complex, but today a more reliable technique has 

been obtained, which allows to determine its regime and 

geometric parameters as close as possible to reality [1]. 

The authors have successfully conducted theoretical 

and experimental studies and modeling the working pro-

cess of the liquid-vapor ejector in the ANSYS CFX soft-

ware package on different operating parameters of the 

pumped passive flow and various structural designs with 

the definition of achievable indicators of its efficiency 

[2–4], which are significantly higher than in similar 

steam. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).f2
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Also, the results of theoretical and experimental stud-

ies about the feasibility the using of the liquid-vapor ejec-

tor for other purposes, in particular, in the food, chemical 

and engineering industries [5]. 

To assess the energy efficiency of a vacuum unit based 

on the liquid-vapor ejector operation, the most correct 

method is to use the exergy method of thermodynamic 

analysis. Using this method makes it possible to uniquely 

express and distribute heterogeneous energy flows in 

thermomechanical systems. 

Exergy evaluation of the perfection energomonitoring-

degree in the vacuum system study is based on modern 

terminology and regulations that you laid in the works [6–8]. 

3 Research Methodology 

3.1 The basic diagram of a vacuum cooling 

system unit for biodiesel production 

A traditional installation of biodiesel production by 

“Körting” (Hanover, Germany) (Figure 1) is a multi-stage 

vapor vacuum system, which consists of two boosters 

(two large steam-jet ejectors, that are connected in se-

ries), the main mixing condenser, a small intermediate 

ejector with a mixing condenser for pumping air, as well 

as a water-ring vacuum pump of the final stage. 

 

 

Figure 1 – The basic scheme of a vacuum cooling system unit for biodiesel production: LRVP–liquid ring vacuum pump;  

E1, E2, E3 – ejectors; CD1, CD2, CD3 – condensers; CP1, CP2 – coolant pumps; CT – cooling tower; BC – barometric capacity 

The productiveness of the basic unit is 220 kg/h of wa-

ter vapor 8 kg/h of air 5 kg/h of free fatty acids. Deodori-

zation technology involves the extraction of fatty acids 

(odorants) by bubbling hot water vapor through a pro-

cessed fuel ball at a pressure of 2 kPa. Maintaining this 

level of vacuum increases the volatility of odorants and 

their vapors diffuse into water vapor bubbles. 

The bubbling steam condensation and the pressure 

maintenance at a certain level is ensured by the supply of 

cooling water, which circulates in the cooling circuit 

through the cooling tower. 

The working pressure of the boiler steam, that is used 

by the steam jet ejectors as the working jet of the active 

flow is 9 bar, the cooling water temperature at the inlet is 

33 C. 

The working steam condensate, that supplied to the 

nozzle of the active flow in steam-jet ejectors is polluted 

the components, which contained in the pumped flow 

with the bubbling steam and doesn’t return to the unit. 

For surface-type capacitors, which are used in this unit, it 

is necessary to pump out the condensate, as the condensa-

tion pressure is less than atmospheric. 

This type of vacuum systems combines the ad-

vantages, when steam-jet ejectors and water ring vacuum 

pumps are working together. This means, that the bub-

bled steam is compressed only by steam-jet ejectors (so-

called boosters) to the first possible stage of condensa-

tion. And after the first stage, behind the main mixing 

condenser, combinations of steam-jet ejectors and water 

ring pumps are possible. 

3.2 A vacuum cooling system’s scheme of 

biodiesel production unit, that is based on 

liquid-vapor ejector 

The alternative circuit solution, which is proposed 

(Figure 2), minimizes the consumption of boiler steam in 

the vacuum system. Pumping of the vapor-gas mixture is 

provided by a liquid-vapor ejector (LVE), operating as a 

part of the vacuum unit.A condenser unit is provided for 

the vapor phase condensation of the mixing flow after the 

separator and return the working fluid to the circulation 

circuit of the vacuum unit, including a condenser, a water 

ring vacuum pump and a cooling system for circulating 

water. 

The use of a mechanical vacuum pump as a forvacuum 

unit in this case is advisable from the standpoint of ensur-

ing higher energy efficiency of the vacuum system. 
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Figure 2 – A vacuum cooling system’s scheme of biodiesel production unitbased on LVE: LVRP– liquid ring vacuum pump;  

LVE – liquid-vapor ejector; H – heater; PC – circulation pump; S – separator; CD1, CD2– condensers; CP1, CP2– coolant pump;  

CT – cooling tower; BC – barometric capacity 

3.3 An exergy analysis of new equipment 

effectiveness use 

An exergy analysis is executed with such step-by-step 

procedures: 

– choose limits of the system; 

– make a formalized scheme of exergy transformations 

in general and the system components; 

– calculate the value of exergy flows crossing the sys-

tem boundaries or components; 

– perform classification of exergy flows in the catego-

ries, such as: “fuel”, “product”, “destruction”, “loss”; 

– determine the indicators (criteria) of the exergy anal-

ysis; 

– determine the optimization directions of the system 

as a whole or its individual components. 

The scheme of exergy transformations, that occur in 

the basic and alternative schemes, is shown in Figure 3. 

According to this methodology, during comparing cir-

cuit solutions the main indicator is the exergy efficiency 

value in: 

 ,/ Fpin EE  

where ЕР – system exergy of the product stream; ЕF – 

system exergy of the fuel stream. 

A value difference ЕF and ЕР gives a destruction value 

ЕD and exergy losses ЕL in the energy transformation 

processes of the system, that is 

 D L F P
E E E E  

. (1) 

It should be noted thatЕDvalue characterizes the level 

of dissipative losses due to internal irreversibility, 

andЕLis due to the presence of external heat exchange of 

system components with the environment. 

When we use this type of the exergy analysis does not 

require an entropy analysis to calculate the total destruc-

tion and loss of exergy in the system, as follows from 

equation (1). 

 

Figure 3 – The scheme of exergy transformations  

in the basic (a) and alternative (b) schemes 

In determining ЕР andЕFfor the vacuum systems under 

consideration, some assumptions have been made to 

make significant simplifications in the calculations, 

namely: 

– condensate flows that are removed from the system 

to the environment after the condensation pumps, taking 

into account their further non-use as energy sources, are 

classified as exergy losses; 

– a similar approach is adopted for the mixture flows 

at the outlet from Е3 ejector for the basic scheme and at 

the outlet of the liquid separator according to an alterna-

tive scheme; 

– the heat flux, which is transmitted to the environ-

ment after the cooling tower is also classified as exergy 

losses; 

– the change in the exergy of air leaks is neglected. 

Taking into account the above assumptions for the 

basic scheme, we have: 

 

 1 . . . ., . .,P s f s f out s f in
E m e e  ; 

 1 . . . .,F b s b s in CP F LRVPе
E m e N N N     . 

 

For the scheme with LVE: 
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 2 . . . ., . .,P s f s f out s f in
E m e e  ; 

 2 . . . .,F b s b s H PC CP F LRVPH
E m e N N N N      , 

 

where
. .s fm  – mass flow rate of the secondary flow, 

kg/s;  . .b s е
m  – a total mass flow rate of boiler steam to 

the base circuit ejectors, kg/s;  . .b s H
m  – a mass flow rate 

of boiler steam through the circulation flow heater, kg/s; 

. ., . .,,s f in s f oute e  – specific exergy of secondary flow under 

the conditions of inlet and outlet in the vacuum system, 

kJ/kg;
. .,b s ine  – specific exergy of boiler steam at the ejec-

tor inlet in the basic scheme, kJ/kg; . .,b s He  – specific exer-

gy of boiler steam at the entrance to the heater circuit 

based on the liquid-vapor ejector, kJ/kg; 
CP

N  – total 

power consumption of coolant pumps, kW; 
PC

N  – power 

consumption of circulating circuit pump, that is based on 

the liquid-vapor ejector, kW;
F

N  – a power consumption 

of cooling tower fan, kW;
LRVP

N  – a power consumption 

of liquid ring vacuum pump, kW. 

After the exergy transformation of these values for the 

basic scheme, we obtain: 
 

 . ., . .,

1 . . . ., . .,

.

. ., . .,

ln ln

р s f out s f in

P s f s f out s f out

env р
s f in s f in

с T T

E m T P
T с R

T P

   
 

    
          

, 

 

     1 . . .F b s in out env in oute

CP F LRVP

E m h h Т s s

N N N

        
  

. 

 

For the scheme, which is based on the liquid-vapor 

ejector: 

 

 . ., . .,

2 . . . ., . .,
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. ., . .,
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, 

 

     2 . . .F b s in out env in outH

PC CP F LRVP

E m h h Т s s
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. 

 

where рс  – specific heat of passive flow at medium 

temperature 
. ., . .,

2

s f in s f outT T
, kJ/(kg·K); Тs.f., in –

temperature of the secondary flow at the inlet of the ejec-

tor of the 1st degree of the base circuit and the heat ex-

changer-heater circuit, which is based on LVE, K; Тs.f., out 

– secondary flow temperature at the condenser outlet 

after the liquid ring vacuum pump, K; Тenv. – ambient 

temperature, K; R – gas specific matter of secondary 

flow, kJ/(kgK); Рs.f., in – secondary flow pressure at the 

ejector inlet, Pа; Рs.f., out – secondary flow pressure at the 

condenser outlet after the liquid-ring vacuum pump, Pа; 
hin – boiler steam enthalpy at the ejector inlet of the 1st 

degree on the basic scheme and the heat exchanger-heater 

of the scheme with LVE, kJ/kg; hout – boiler steam en-

thalpy at the ejector outlet of the 3rd degree on the basic 

scheme and the heat exchanger-heater of the scheme with 

LVE, kJ/kg; sin – boiler steam entropy at the ejector inlet 

of the 1st degree on the base circuit and the heat ex-

changer-heater circuit, that is based on LVE, kJ/(kgK); 

sout – boiler steam entropy at the ejector outlet of the 3rd 

degree on the basic scheme and the heat exchanger-heater 

of the scheme with LVE, kJ/(kgK). 

To assess the economic effect of the new technology 

introduction, it is necessary to perform a thermos-

economical calculation, which is determined the cost of 

fuel that is required for the basic and energy-saving 

scheme. 

For the basic fuel scheme is used superheated steam 

boiler and electricity, which are needed to drive the cool-

ant pump, vacuum pump and cooling tower fan so the 

total fuel cost is determined by the formula: 
 

 
 

. ., / , . . . .

/

bas b s bas е е баз b s b s pe

e e CP F LRVP p

C C C c m

c N N N





     

    
, 

 

where cк.п. – cost of boiler superheated vapor, 

UAH/(kWh); τр – calculation period of the unit opera-

tion, h; cе/е – electricity cost for Ukrainian industrial en-

terprises UAH/(kWh). 

For the energy-saving scheme a fuel cost is determined 

as follows: 
 

 
 

. ., / , . . . .

/

LVE b s LVE е е LVE b s b s pH

e e PC CP F LRVP p

C C C c m

c N N N N





     

     
. 

 

The economic effect of a new vacuum cooling system 

introduction in the biodiesel production unit is: 
 

,
bas LVE

Е C C UAH   

 

The specific price per unit of product (kg) for the basic 

and alternative scheme is determined by the formulas: 
 

,

. .

,bas
G bas

s f р

C
p UAH kg

m 



, 

,

. .

,LVE
G РПЕ

s f р

C
p UAH kg

m 



. 

 

4 Results and Discussion 

Calculation results of regime and energy parameters 

by comparative schemes are given in Table 1, exergy 

indicators – in Table 2. 
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Table 1 – Regime and energy parameters of the circuit solution 

variants 

Parameter 

Design scheme 

basic 
with 

LVE 

Initial pressure in the vacuum 

system, kPa 
5 5 

Pressure suction of vacuum 

pump, kPa 
40 40 

Boiler vapor pressure, kPa 900 900 

Boiler vapor temperature, °С 180 180 

Mass flow rate of boiler vapor, 

kg/h 
1 535 215 

Mass flow rate of secondary flow, 

kg/h 
213 213 

Volume flow rate of a coolant, 

m
3
/h 

223 109 

Mass flow rate of a coolant, kg/h 2.2·10
5 

1.1·10
5 

Power consumption of a coolant 

pump, kW 
6.5 3.2 

Power consumption of the pump 

circulation loop, kW 
– 0.1 

Power consumption of the vacu-

um pump, kW 
4.0 4.0 

Power consumption of the cool-

ing tower fan, kW 
3.15 2.1 

Table 2. Exergy indexes of schematic variants 

Parameter 

Design scheme 

basic 
with  

LVE 

Exergy of a product flow, 

kW 
24.5 24.5 

Exergy of a fuel flow, kW 336.3 55.6 

Exergy efficiency 0.073 0.441 

 

On the basis of the software package for calculating 

the vacuum unit, which was developed by the author, 

calculations were performed to assess the impact of the 

increasing degree in the passive flow pressure with LVE 

on the injection coefficient and exergy efficiency indica-

tors. On Figure 4 this dependence is presented, allowing 

the choice of intermediate pressure between compression 

stages for the vacuuming system. 

 

 

Figure 4 – The dependence graph of the degree of vapor over-

production ψ4, injection coefficient u and exergy efficient ηei 

from the increasing value of the passive flow pressure рс/р02  

at t01 = 121–149 °С, р01 = 300–500 kPa, р02 = 5 kPa 

5 Conclusions 

As a result, during the comparative calculation of the 

evacuation schemes on the basis of a three-stage steam-

jet ejector and a liquid-vapor ejector, it can be concluded, 

if we use LVE, we can make it possible to increase the 

efficiency of the biodiesel production unit as follows: 

– to simplify the design of the installation by switching 

from a two-stage steam-jet ejector to a single-stage vacu-

um unit, based on LVE. 

– to reduce the initial parameters of the working vapor 

by switching to more moderate parameters of the working 

fluid in the active flow with LVE (from 9 bar and 225 °C 

to 4 bar and 135 °C) and to minimize the consumption of 

this vapor due to the design features of the vacuum unit, 

based on LVE, in which the working vapor is consumed 

not as an active flow of the steam-jet ejector, but only in a 

small amount for heating the working fluid of the active 

flow in the heat exchanger-heaters (a vapor reduction). 

According to the results of the exergy analysis, we see 

that the energy efficiency of the vacuum cooling system 

in the biodiesel production unit, that is based on the liq-

uid-vapor ejector is more than 6 times higher than for the 

basic scheme. 

More accurate optimization of the vacuum system was 

carried out on the basis of thermo-economic analysis by 

Tsatsaronis method considering the economic model for 

the optimization indicator in the value form of the exergy 

product cost and found, that the fuel cost for the basic 

scheme is 101 797 UAH, and for energy saving – 

64 578 UAH, it follows that the economic effect of the 

new scheme introduction is 37 219 UAH. 
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Удосконалення вакуумної системи охолодження  
установки виробництва біодизельного палива 

Шарапов С.1, Старченко М.1, Проценко М.2, Панченко В.1, Ковтун В.1 

1 Сумський державний університет, вул. Римського-Корсакова, 2, 40007, м. Суми, Україна;  
2 Академія управління та адміністрування м. Ополє, вул. М. Нєдзяловського, 18, 46020, м. Ополє, Польща 

Анотація. У статті вирішено актуальну проблему підвищення ефективності вакуумних систем 
охолодження установок виробництва біодизельного палива шляхом застосування вакуумних агрегатів на базі 
рідинно-парового ежектора, що працює за принципом струминної термокомпресії. Метою даного 
дослідження є підтвердження доцільності застосування вакуумних агрегатів на базі рідинно-парового 
ежектора, що працює за принципом струминної термокомпресії, у вакуумних системах охолодження 
установок виробництва біодизельного палива. Подано опис базової схеми системи охолодження установки 
виробництва біодизельного палива, яка містить трьохступеневий пароструминний ежектор. Запропоновану 
схему на базі рідинно-парового ежектора. Виконано порівняльний аналіз вакуумних систем охолодження 
установок виробництва біодизельного палива, схеми яких порівнювались, у тому числі на базі існуючих 
триступеневих пароструминних ежекторів і нового одноступеневого вакуумного агрегату на базі рідинно-

парового ежектора. Як порівняльний аналіз застосовано ексергетичний метод оцінювання ефективності 
застосування запропонованого устаткування, оскільки у робочому процесі відбувається перетворення двох 
видів енергії: електричної (для приводу насоса) і теплової (для підігріву робочої рідини активного потоку у 
теплообміннику-підігрівачі). У результаті досягнуті більші показники ефективності застосування нової 
технології за оптимізаційним параметром – проміжним тиском між рідинно-паровим ежектором та рідинно-

кільцевим вакуумним насосом. 

Ключові слова: вакуумна система охолодження, рідинно-паровий ежектор, біодизельне паливо, 
ексергетичний коефіцієнт корисної дії. 
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Abstract. The paper focused on study of influence magnetic water treatment (MWT) mechanism on physico-

chemical properties of aqueous solutions taking into account nature of changes in kinetics of chemical reactions. The 

theoretical analysis of the magnetic field geometry in the hardware equipment of water purification technologies was 

used. A review of current data on physicochemical processes was carried out for the processes of the influence of 

magnetic treatment on the properties and structure of aqueous solutions. The determination of the basic mechanisms 

of MWT was done taking into account the influence of a non-uniform magnetic field on the librational fluctuations of 

water molecules, followed by their destruction and disruption of the ortho-para ratio towards more chemically active 

water molecules. The resulting formalized model makes it possible to explain the nature of the complex effects reor-

ganized after exposure of a non-uniform magnetic field to aqueous solutions. Subsequently, this model can be used to 

optimize the parameters of the mode of the process of water preparation and water purification. 

Keywords: mechanisms of influence, magnetic field, chemical activity, librational fluctuations of water molecules, 

aqueous solution, formalized model. 

1 Introduction 

According to the UN, about 500 million people live in 

areas where water consumption exceeds twice locally 

renewable water resources. The discharge of wastewater 

causes significant damage to flora and fauna of water 

bodies and human health. Direct impact includes degra-

dation of aquatic ecosystems and diseases transmitted 

through water from contaminated freshwater sources, has 

long-term consequences for the well-being of social and 

human resources [1]. The research of nonlinear kinetics 

models of ecosystem processes under the influence of 

pollutants and distribution organic impurities in the envi-

ronment also determines need for expansion scientific 

and theoretical foundations for implementation of water 

purification methods [2]. 

Implementation of reverse water supply systems re-

quires improvement quality of purified water and reduc-

tion of demand for additional resources (electricity, rea-

gents, etc.). According urgent task is finding ways to 

intensify existing cleaning methods to improve the effi-

ciency of such systems. 

2 Literature Review 

The most common methods of treatment intensifica-

tion areas are using of technologically justified treating 

schemes, modernization of existing and development new 

designs of devices, and use physical processing of aque-

ous solutions (treatment of external fields, ultra-sound, 

ultraviolet, etc.). The latter becomes of increasing im-

portance in the direction of intensifying purification 

methods of contaminated water, which is primarily due to 

their versatility, economy and lack of need for additional 

reagents. 

The magnetic water treatment (MWT) is the one of the 

perspective physical methods before filing for purifica-

tion, which based on change in physical and chemical 

properties of aqueous solutions. Such method character-

ized by simplicity of implementation, low capital and 

operating costs [3]. The only disadvantage is lack of 

knowledge about MWT mechanism [4–6], which limits 

its widespread implementation. However, positive expe-

rience and numerous studies [4–16], proving presence of 

changes in kinetics of deposition suspended particles in 

the volume of solution, nature and volume of deposits on 

heat exchange surfaces, efficiency of ion-exchange pro-

cesses, kinetics passage of chemical reactions, etc., al-
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lows us to confirm promise of its use in processes of 

environmental protection, which confirms relevance of 

our research.  

The main problem on the path of widespread introduc-

tion of MWT is the lack of an integrated approach to 

studying the mechanism of manifestation of MWT ef-

fects, in particular, the effect on the kinetics of chemical 

reactions in aqueous solutions, which was partially stud-

ied in [7–16]. 

The aim of the paper is theoretical study of influence 

mechanism MWT on physicochemical properties of 

aqueous solutions taking into account nature of changes 

in kinetics of chemical reactions. 

The following tasks set and solved in the article: 

– to analyze previous studies of MWT mechanisms of 

impact on structure and properties of aqueous solutions;  

– to form a complex model for description the mecha-

nism of influence non-uniform magnetic field on aqueous 

solutions properties and change kinetics of chemical reac-

tions. 

3 Research Methodology 

Since all effects of MWT related to change in physical 

and chemical water properties caused by influence of 

magnetic field on water solution, it is important to take 

into account the basic design and mode parameters of 

MWT devices, which differ in a number of features [17]. 

One of the main structural parameters is geometry of 

magnetic field and heterogeneity of distribution magnetic 

induction B along the pipe for passage of aqueous solu-

tion (Figure 1). 

 

Figure 1 – Typical scheme of elementary plot device MWT:  

В – value of magnetic induction changes in a non-uniform 

magnetic field; l – length of MWT device section, where mag-

netic induction varies from B0 to Вi; В0, Вi – minimum and 

maximum value of magnetic induction, respectively 

The geometry of magnetic field in MWT devices de-

pends on several factors, which based on properties of 

magnets and how to accommodate them. The effect of 

magnetic field on water occurs on MWT device areas, 

where magnetic induction varies from B0 to Вi, its lines 

necessarily directed perpendicular to the solution motion, 

and induction difference В ≠ 0 Т, otherwise MWT ef-

fect not observed. 

Among regime parameters MWT [4, 6, 18], it is man-

datory that the water flows in magnetic field is mandato-

ry, and water velocity is one of the parameters that de-

termines effectiveness of MWT. 

The aqueous solution velocity and value of magnetic 

induction between them are closely interconnected, and 

their connection must be taken into account when design-

ing MWT devices and selecting optimal operating modes. 

In view of current developments MWT devices, one of 

the main drawbacks is incomplete incorporation of MWT 

parameters, or their inclusion separately from each other, 

without analyzing their interconnection. The simultane-

ous consideration of such MWT parameters as the aque-

ous solution speed and magnetic induction requires fur-

ther study. 

4 Results and Discussion 

4.1 Theoretical formalization of the MWT 

mechanism 

The large amount of data associated with MWT have 

led to determination of various aspects regarding MWT 

mechanism, which can be conventionally grouped into 

three approaches: colloidal, ionic and water [4–7, 9, 18, 

19–21]. In the table 1 presents groups of MWT mecha-

nism influence according our analysis. 

Modern ideas about kinetics of chemical reactions 

based on the fact that any reaction occurring in aqueous 

solution includes the step of rearranging solvent mole-

cules to form “cavities” in which located reacting parti-

cles, activated complex and reaction products [22]. The 

rate of water molecule rearrangement for expected acti-

vated complex greatly effects on kinetics of chemical 

reactions and depends on physical and chemical proper-

ties of aqueous solutions that are due to presence of hy-

drogen bonds [23] and their nature, peculiarity of water 

molecule isomers structure [24] and features of molecules 

oscillations [25, 26]. 

Table 1 – Groups of the MWT mechanisms  

Impact object Mechanisms 

Colloidal group of approaches 

Colloidal (ferro-

magnetic) parti-

cles 

The surface properties of such particles 

changes and they act as crystallization 

centers under the magnetic field influence. 

This group explains the anti-scale effect. 

Ionic group of approaches 

Ions that are 

present in water 

Under the influence of a magnetic field, 

polarization and deformation of ions occur, 

which are accompanied by their hydration 

decrease, which affects the course of phys-

icochemical processes in aqueous systems. 

Water group of approaches 

Water molecules This group combines ideas about the pos-

sible influence of a magnetic field on the 

water structure. This influence, on the one 

hand, can cause changes in the aggregation 

of water molecules, and on the other hand, 

changes in the orientation of the nuclear 

spins of hydrogen in water molecules, etc. 
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Changing kinetics of reactions in aqueous solutions is 

possible due to the weakening of interaction water mole-

cules between themselves and with dissolved substances, 

breaking of hydrogen bonds, or reducing their energy, 

which facilitates water molecules restructuring for the 

expected activated complex [23]. The last becomes pos-

sible even with MWT, which is confirmed by many stud-

ies [3–6, 18, 19], in which appearance of changes in 

structure and physical and chemical properties of aqueous 

solutions due to hydrogen bond (density, viscosity, sur-

face tension), changes in hydration of dissolved substanc-

es and changes in rate of reaction. However, nature of 

such impact requires further research. 

Given the value of magnetic induction at MWT, exter-

nal energy entering aqueous solution is not sufficient for 

direct breaking or weakening of hydrogen bonds [4, 5]. 

The results obtained in [6] indicate that defining parame-

ter MWT, which more than induction value determines 

efficiency of MWT, is the heterogeneity of magnetic 

field. The changes caused by influence of non-uniform 

magnetic field on the structure of water, may related not 

so much to discontinuities of hydrogen bonds, but with 

decrease in their energy, increase in length and change in 

angle [5, 27]. In this case, structure of water molecules, 

presence of quantum differences water molecules and 

nature of their interaction with each other and with dis-

solved substances has important role [24, 25].  

The appearance of quantum differences between water 

molecules can be explained by states presence librational 

undamped oscillations in water molecules [25]. Such 

oscillations cause appearance of hydrogen proton rotation 

on hydrogen bond line in the directions perpendicular to 

hydrogen bond line.  

The rotation of hydrogen proton around hydrogen 

bond line has an elliptical trajectory (EPT) whose radius 

also rotates, as shown in Figure 2. 

 

 

Figure 2 – Rotate proton and electron orbitals of neighboring 

water molecules connected by hydrogen bonds: ωі – frequency 

molecules libration vibrations; φ – angle of proton deviation 

from hydrogen bond line; θ – phase rotation radius EPT;  

О –hydrogen bond line 

Movement of positively charged hydrogen proton by 

EPT causes appearance of magnetic and mechanical mo-

ment. Magnetic fields formed by rotation of hydrogen 

protons of one molecule can both coincide in the direc-

tion and be opposite directed along molecule axis. In the 

case of uniform direction of protons rotation, magnetic 

fields formed and form magnetic field of entire molecule 

and conversely. Consequently, presence of librational 

oscillations water molecules is the reason for appearance 

of quantum differences in water molecules isomers, 

which mentioned in work [24]. 

Synchronization of libration oscillations for para-

isomers in supramolecular formations is carried out by 

four hydrogen bonds, and their cooperative nature pro-

vides a redistribution of energy received from outside, 

from collisions with thermal motion [25], which makes 

possible existence of ice-like structures in aqueous solu-

tions, emergence heterogeneity of water density [26] and 

the violation of equilibrium ortho/pair ratio in the direc-

tion of pair-isomers, more than 2 times [24]. Thus, aque-

ous solution is a nonequilibrium system that is sensitive 

to external influences. 

The prerequisite for establishing an equilibrium or-

tho/pair ratio is violation of synchrony librational oscilla-

tions in ice structures, where, first of all, weakest hydro-

gen bonds destroyed, and energy received from outside 

goes to destruction of ice-like structures. Their destruc-

tion leads to “release” of pair-isomers, which, when fur-

ther collisions with other water molecules, become ortho-

isomers [24]. 

For explain mechanism of appearance pair-ortho con-

version under influence of non-uniform magnetic field on 

aqueous solution, let’s consider loss synchronism of li-

bration oscillations under magnetic field influence on 

hydrogen proton, rotating on EPT. The effect of non-

uniform magnetic field on the proton EPT results in pre-

cession of EPT radius around hydrogen bonds. Due to 

structural stiffness of water molecule, appearance preces-

sion of one hydrogen proton leads to appearance a similar 

precession of second proton. EPT precession is not the 

same as that occurring with electrons orbits, because for 

EPT precession required rotation the entire water mole-

cule, which is impossible due to presence other hydrogen 

bonds. EPT precession becomes possible only for those 

protons, in which plane of EPT is perpendicular to lines 

of magnetic induction. Since, in case of oscillations, radi-

us proton EPT rotate around hydrogen bond line, appear-

ance of an additional precision with radius EPT changes 

rotation phase θ of radius EPT, which will be different for 

two pair-isomers bound by one hydrogen bond due to 

difference in angle slope plane EPT protons of neigh-

bouring molecules to lines of magnetic induction. 

The result of the influence of a non-uniform magnetic 

field on an aqueous solution is the shift of the phase of 

rotation of the radius of the EPT of hydrogen protons for 

neighbouring isomers of water molecules by ± . Such a 

phase shift occurs non-uniformly with a certain angular 

acceleration  in the direction of the Lorentz force, where 

the magnitude of the acceleration was found from the 

second law of Newton: 
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L

Fma  , (1) 

where m is proton weight, kg; а is acceleration of rota-

tion of the proton EPT radius around the hydrogen bond 

line, m/s
2
; FL is Lorentz force, N. 

  sinBema
m
 , (2) 

where e is proton charge, C; m is the speed of 

“movement” of the magnetic induction lines relative to 

something (a circuit of EPT), m/s; B is the magnitude 

by which the magnetic induction changes, T; sinα is the 

angle between the velocity m and the magnetic induction 

vector B. 

The additional motion of the radius of EPT around the 

hydrogen bond line in a non-uniform magnetic field is 

rotational motion with angular acceleration, which, by 

means of standard transformations of expression (2), is 

represented as 

 
mr

Be
m





 . (3) 

For find the velocity m, an expression was taken from 

[28] and, having carried out the necessary transfor-

mations, we obtain 

 
tLВ

Ф
m 


 , (4) 

where Ф is magnetic flux, Wb; В is change in mag-

netic induction, T; L is the length of EPT, m; t is the 

time during which the magnetic induction lines intersect 

the contour of EPT, s. 

The magnetic flux Ф can be expressed in terms of the 

change in the magnetic induction В and the area of the 

EPT square S, which it intersects: 
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SB
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 . (5) 

The radius of EPT was taken equal to r for simplicity 

of writing the formula (5) as: 

 
t

r
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2
 . (6) 

Thus, the rate of “movement” of magnetic induction 

lines relative to a proton depends only on the radius of 

EPT and the time during which the magnetic induction B 

changes and does not depend on how much the magnetic 

induction changes. In turn, an increase or decrease in 

induction affects only the direction of the effect of the FL 

force. Having made the necessary transformations of 

expressions (3) and (6): 
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 . (7) 

The change θ-phase of radius EPT in a non-uniform 

magnetic field is due to influence Lorentz force on proton 

(Figure 3 а). It has two components, where the first com-

ponent FL1 arises from proton motion in a magnetic field 

at velocity υ, which is due by librations oscillations. The 

component FL1, for each proton position on EPT, is ori-

ented perpendicularly to proton movement, and as can we 

see from Figure 3 a (position 1 and 2), compensates for 

itself and does not cause shift of turn phase θ. In addition, 

hydrogen bond formed by electrostatic forces much larger 

than FL1, so radius EPT remains “rigid” and angular ve-

locity of proton rotation remains unchanged. 

 
a 

 
b 

Figure 3 – Displacement phase of EPT rotation hydrogen proton 

in a non-uniform magnetic field (magnetic induction lines di-

rected from us): В – magnetic induction; FL1 – first component 

of Lorentz force; FL2 – second component of Lorentz force;  

υ – proton speed movement by EPT; υm – rate intersection of 

contour EPT by magnetic induction lines; φ1 and φ2 – potentials; 

1, 2 – position of hydrogen proton on EPT in plane rotation 

radius EPT, in accordance before and after turning radius EPT; 

r – radius EPT; α – angle between direction of force FL and 

tangent to contour EPT; О – hydrogen bond line; θ – phase of 

radius EPT rotation; θ – shift of turn phase radius EPT 

The appearance of second component of Lorentz force 

FL2 becomes possible only in non-uniform magnetic field, 

which is a prerequisite for MWT. Force FL2 directed in 

one direction at tangent to EPT (Figure 3 a, positions 1, 2, 

and 3). The process of occurrence electromotive force 

(EMF) in non-uniform magnetic field isn’t considered as 

the result of appearance vertical electric field, but it’s the 

result of increase in density of magnetic field due to 

“flow” field lines from surrounding space into magnetic 

flux through closed circuit. In process of “entering” lines 
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of induction into the contour, they cross contour, causing 

EMF induction by “mechanism of intersection” [28]. 

Supposed that closed circuit in Figure 3 a is the region 
in which fluctuates radius EPT of the hydrogen proton 
(Figure 2), on which proton moves and creates elemental 
current in circuit. Conditionally divide contour into n 
sections that “isolated” from each other. Each section 
corresponds to certain position of proton and during its 
movement there is a potential difference. With increase of 
magnetic induction, its lines “penetrating” into contour, 

intersect it with velocity m (expressions (6)) in direction 
to the center. Otherwise, with decrease magnetic induc-
tion, its lines move from center to periphery, and Lorentz 
force FL2 changes its direction. 

The effect of Lorentz force FL2 (further FL) is shown in 
Figure 3 b, which depicts elementary act turning radius 
EPT taken from Figure 2. Additionally, Figure 3 b clearly 

shows that when m = const, the direction and value of 
force FL stored for proton irrespective of its position on 
EPT, only angle α between vector of force FL and tangent 

to EPT changes. Thus, at p.1 angle α = 0°, after turning 
EPT (position 2) angle α ≠ 0

о
. That’s why, with coinci-

dence of basic direction rotation radius EPT and direction 
of force FL, it accelerates, and in opposite case, slows 
rotation radius EPT around hydrogen bond line, changing 

rotation phase EPT by value ±θ and with prolonged 
influence of FL, with each turn EPT displacement phase 
of the rotation increases. 

4.2 Development of a complex model of the 

influence of a non-uniform magnetic field  

on the properties of aqueous solutions 

Figure 4 shows the formed model of the non-uniform 

magnetic field impact on the kinetics of chemical reac-

tions in aqueous solutions, which takes into account 

complex factors that reasoned by this influence. 

Thus, influence of non-uniform magnetic field on ki-

netics chemical reactions in aqueous solutions does not 

depend on whether induction of magnetic field increases 

or decreases, result of effect remains the same, an im-

portant value becomes value at which magnetic induction 

changes and time for which this change occurs. The Lo-

rentz force, caused by change in induction value, directed 

at proton-tangent to EPT and its direction may coincide 

with direction of rotation proton radius EPT, and be op-

posite directed. The effect of this force becomes possible 

only when moving in non-uniform magnetic field, where 

it shifts the phase of rotation radius EPT by a value of 

±θ. In turn, because the water molecules in the volume 

of solution oriented arbitrarily, phase displacement ±θ is 

not the same for adjacent water molecules in ice struc-

tures, which causes asymmetry of libration oscillations 

pair-isomers and affects their synchronicity and coopera-

bility. 

 

Figure 4 – Complex model of non-uniform magnetic field influence on kinetics chemical reactions in aqueous solutions 

Because water is a non-equilibrium system, violation 

of synchronous oscillations in supramolecular formations, 

which, due to collisions with other molecules, results in 

excess energy and collapses, results in conversion of pair-

isomers, increase in number of ortho-isomers, causing 

changes in density, viscosity, in infrared spectrum of 

water, hydration of dissolved substances, registered after 

MWT, etc. 

5 Conclusions 

The analysis of technical realization of MWT allowed 
establish that one of the main structural parameters is 
heterogeneity of distribution magnetic induction along 
the pipe for passage aqueous solution. The groups of 
MWT mechanisms were formed for interpretations of the 
physicochemical effects of MWT. 

The theoretical model of the complex mechanisms of 
the influence non-uniform magnetic field was formed for 
considering quantum differences between two types of 
water molecule isomers and librational oscillations of 
water molecules in supramolecular formations. Further 
research will be directed to use the complex model of 
magnetic field influence for regime parameters rationali-
zation of water preparation and purification processes. 
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Уточнення останніх наукових підходів до магнітної обробки води 

Пляцук Л. Д.1, Рой І. О.1, Черниш Є. Ю.1, Козій І. С.1, Гурець Л. Л.1, Мусабеков А. А.2
 

1 Сумський державний університет, вул. Римського-Корсакова, 2, 40007, м. Суми, Україна;  
2 Південно-Казахстанський державний університет ім. М. Ауезова,  

просп. Тауке Хана, 5, 486018, м. Шимкент, Казахстан 

Анотація. Досліджено механізм впливу магнітної обробки на фізико-хімічні властивості водних розчинів 
з урахуванням характеру змін кінетики хімічних реакцій. Використано теоретичний аналіз геометрії 
магнітного поля в апаратному обладнанні технологій очищення води. Проведено огляд сучасних даних про 
фізико-хімічні процеси, обумовлені впливом магнітної обробки на властивості та структуру водних розчинів. 
Здійснено розширення концептуальних засад теорії механізму магнітної обробки з урахуванням впливу 
неоднорідного магнітного поля на лібраційні коливання молекул води з подальшим їх руйнуванням і 
порушенням орто-пара-відношення у бік більш хімічно активних молекул води. Отримана формалізована 
модель пояснює природу ефектів, що спостерігаються після впливу магнітного поля на водні розчини та 
може бути використана для оптимізації режимних параметрів процесів підготовки та очищення води. 

Ключові слова: механізм впливу, магнітне поле, хімічна активність, лібраційні коливання молекул води,  
водний розчин, формалізована модель. 



 

Journal of Engineering Sciences, Volume 6, Issue 1 (2019), pp. F 19–F 24 F 19 

 

JOURNAL OF ENGINEERING SCIENCES 

ЖУРНАЛ ІНЖЕНЕРНИХ НАУК 

ЖУРНАЛ ИНЖЕНЕРНЫХ НАУК 

Web site: http://jes.sumdu.edu.ua 

DOI: 10.21272/jes.2019.6(1).f4                                                        Volume 6, Issue 1 (2019) 
 

UDC 66.06 

Hydrodynamics of a Liquid Film Downflow on a Flat Surface  

in Evaporation Conditions into a Flow of Neutral Gas 

Lukashov V. K.
*
, Kostiuchenko Y. V., Timofeev S. V. 

Shostka Institute of Sumy State University, 1 Haharina St., 41100 Shostka, Ukraine 

Article info: 
Paper received: 

The final version of the paper received: 

Paper accepted online: 

 

November 22, 2018 

February 25, 2019 

March 1, 2019 

*Corresponding Author’s Address: 

khtms@ishostka.sumdu.edu.ua 

Abstract. The work is devoted to the study of the gravitational motion of a liquid film under evaporation condi-

tions into a flow of neutral gas as applied to film machines with a plane-parallel nozzle. The aim of the work is to de-

velop a mathematical model of such a process and establish its laws. The model is based on the physical concepts of a 

liquid film flowing down a flat surface heated from outside under the assumption that the film flows in isothermal 

conditions under steady-state laminar mode without wave formation and in the absence of friction between the gas 

and the film. The mathematical description of the film flow down process in these conditions includes the equation of 

motion and the continuity equation for the liquid film, which are supplemented by the equations of mass transfer, the 

material balance of the gas phase in the evaporated liquid, the relative content of the vaporized substance in the gas 

phase and the equation expressing the Dalton’s law. As a result of solving this system of equations, dependencies are 

obtained that make it possible, at known values of the mass transfer coefficient in the gas phase, to carry out calcula-

tions and simulate the hydrodynamics of the liquid film flow under conditions of evaporation into a flow of neutral 

gas. For the water-to-air system, regularities were established in which the film thickness and speed of movement 

along the surface height were varied for different types of film interaction with the air flow: forward flow, backflow, 

and cross-flow, as well as with different hydrodynamic and temperature conditions of its flow down under cross in-

teractions conditions of the flows. It has been shown that in all cases a decrease in the thickness and speed of move-

ment of the film is observed, with the largest decrease occurring during cross-interaction, which is associated with an 

intense removal of the resulting vapor from the film surface. The developed mathematical model can be used to eval-

uate the operating modes of film machines with a plane-parallel nozzle. 

Keywords: film machine, plane-parallel nozzle, cross-interaction, film thickness, mass transfer coefficient, evapora-

tion rate. 

1 Introduction 

Film machines, whose operation is based on the gravi-

tational flow of a liquid, are widely used for heat and 

mass transfer processes in the “liquid – gas (vapor)” sys-

tem. Many of these processes are accompanied by evapo-

ration of the liquid. Introducing a neutral (inert) gas flow 

with respect to the liquid into the machineand evaporat-

ing the liquid into it allows the temperature of such pro-

cesses to be reduced. This also makes promising the use 

of film machine with a neutral gas flow for example for 

the concentration of aqueous solutions of non-volatile 

liquids (sulfuric acid, glycerin, etc.). Special interest in 

this case are film apparatuses with flat-sheet nozzles, 

which allow you to organize cross-phase movement, 

which makes it possible to increase the driving force of 

the process at high density irrigation nozzles. However, 

the theory of such a process has not been developed suf-

ficiently, which makes it difficult to carry out engineering 

calculations of these apparatuses. The aim of this work is 

to develop a mathematical model and establish on its 

basis the laws of the liquid film flow down over a flat 

surface in the conditions of evaporation into a flow of 

neutral gas. 

2 Literature Review 

Literary data show [1] that when carrying out process-

es accompanied by evaporation of a liquid (separation of 

liquid mixtures, concentration of solutions, evaporative 

cooling, etc.), film machines have several advantages 

compared with other types of machines. These ad-

vantages primarily include: a large contact surface of the 

phases and high intensity of heat and mass transfer, low 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).f4
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hydraulic resistance, small residence time of liquid in the 

machine, which is important for thermolabile materials. 

Depending on the design of the machine, a film may 

form on the surface of different geometries, for example, 

a number of papers deal with the liquid film flowing 

down along the inner surface of vertical pipes, the outer 

surface of horizontal pipes or on surfaces of other geome-

try (half cylinder, cone, plate) [2–4]. Promising from the 

point of view of the organization of heat and mass trans-

fer processes is the liquid film flow down on a flat sur-

face [5, 6]. Such a fluid flow is described by equations of 

motion and continuity which have the following forms: 

  (1) 

 ,0







z

u

y

u  (2) 

where ρl − the density of the liquid, kg/m3
; μl − the dy-

namic viscosity of the liquid, H∙s/m2
; u −component of 

the liquid rate in the direction of the film flowing, m/s;  

g – gravitational acceleration, m/s
2
, y − transverse coor-

dinate, z − longitudinal coordinate in the direction of the 

film flow down. 

Liquid evaporation from a film to a neutral gas has 

features that must be taken into account when developing 

film machines. The introduction of a neutral gas into the 

liquid-vapor system leads to the fact that during evapora-

tion, conditions close to the action of vacuum are 

achieved and accordingly allows the process to be carried 

out at a lower temperature [7]. The effectiveness of such 

machines increases with evaporation into a neutral gas 

flow, which also serves as the carrier of the resulting 

vapor [8, 9]. At the same time, along with the gas flow 

rate, the nature of the interaction of the gas flow with the 

flowing down liquid film also influences the liquid evap-

oration from the film. It can be forward flow, backflow or 

cross-flow. This can be quite easily organized using a 

plane-parallel nozzle [10]. 

However these questions were not sufficiently devel-

oped and therefore the following tasks were set to achieve 

the objectives of this work: 

– developing a mathematical model and, on its basis, 

an algorithm for calculating hydrodynamics of the liquid 

film flow down on a flat surface under the evaporation 

conditions into a neutral gas flow; 

– using the developed model to establish the effect of 

the interaction  nature of the neutral gas flow with a liq-

uid film, as well as regime parameters on the change in 

the thickness and movement rate of the film. 

3 Research Methodology 

3.1 The mathematical description of the 

process 

A mathematical model of the liquid film downflow 

under the conditions of evaporation into a flow of neutral 

gas was developed on the basis of the scheme presented 

in Figure 1. 

 

Figure 1 − Calculation scheme for the liquid film flow down:  

1 − surface; 2 − film; 3 − bounding wall 

According to this scheme the film of liquid 1 moves 

under the action of gravity along a vertical surface 2, 

uniformly heated from the outside. With this heating, the 

heat from the surface is transferred to the liquid, as a 

result of which the liquid evaporates into the space 

bounded by the wall 3. A flow of neutral gas enters this 

space, which traps liquid vapor and carries it outside the 

surface. Suggesting that the liquid film flow occurs under 

isothermal conditions, we assume that the temperature of 

the liquid is constant and equal in the entire volume of the 

film. Considering the movement of the film at a sufficient 

distance from the upper edge of the surface, we take it 

steady and occurring in a laminar mode without wave 

formation. In this case, the friction between the gas and 

the liquid, as well as the change in pressure along the 

height of the surface, is neglected. 

Under these conditions, the change in the film thick-

ness of the liquid δ and the speed of the film u  along the 

Z axis (surface height) were determined, while the values 

along the X axis (surface width) were assumed to be un-

changed. 

The equation of motion of the liquid film (1) can be 

obtained by considering the selected element in it with 

the volume bdydz (section A–A in Figure 1). Expressing 

the frictional forces arising from the movement of liquid 

on the front and rear faces of an element, through shear 

stresses, and also using the basic principle of dynamics, 

the continuity equation in evaporation conditions will 

differ from equation (2). 

The continuity equations were derived by considering 

the film element with the volume bδdz (Figure 1), 

through the upper face of which passes the mass liquid 

flow equal to  ubL lZ   and through the lower face − 
equal to 
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where u is the velocity of the film (average 

liquidvelocity in the cross section of the film), m/s; δ − 
film thickness, m. We believe that changes in the mass 

flow of a liquid occur due to its evaporation through the 

surface bdz of the front face of the element. At the same 

time, the evaporation through the surfaces of its left and 

right faces is neglected. Then the mass flow of liquid 

turning into vapor is equal to 

  (3) 

This flow can be expressed as 

  (4) 

where w is the evaporation rate (specific vapor flow), 

kg/(m
2
·s). 

Substituting the dependence (4) into (3) and express-

ing the mass flows through their components, we obtain 

the continuity equation in the following form 

  (5) 

Equations (1) and (5) are complemented by the follow-

ing dependencies: 

1) the mass transfer equation from the film surface: 

  (6) 

where M − the mass of the resulting steam, kg; β − 
mass transfer coefficient to the gas phase, kg/(m

2
·s·Pa); 

Psv − the saturated vapor pressure of the evaporated liq-

uid, Pa; Pv − partial vapor pressure in the gas phase, Pa;  
F – evaporation surface, m

2
; τ − time, s; 

2) material balance equation for gas phase of evapo-

rated liquid: 

  (7) 

where Gg is the neutral gas flow (indices in Figure 1: 

FF − forward flow; BF − backflow; CF – cross flow), 

kg/s; dg, dg0 − the current and initial relative contents of 

the moisture content of the evaporated substance in a 

neutral gas, kg/kg; 

3) the equation of the relative content of the evapo-

rated substance in the gas phase, which is written on the 

basis of the Clapeyron equations of state for vapor and 

neutral gas: 

  (8) 

where mv, mg are the molar masses of evaporated sub-

stance and neutral gas, kg/kmol; Pg − the partial pressure 

of a neutral gas in the gas phase, Pa; 

4) an equation expressing Dalton’s law: 

  (9) 

The presented system of equations (1), (5)–(9) de-

scribes the hydrodynamics of the flow down of a liquid 

film over a flat surface under the conditions of evapora-

tion of a liquid into a neutral gas flow. 

3.2 Equations solution and calculation 

algorithm 

To solve the equations of motion we use the following 

approach. If it is assumed that the evaporation of a liquid 

from the free surface of the film does not affect the distri-

bution profile of the local liquid velocity along the Y axis 

(in cross sections of the film), then under boundary con-

ditions y = 0, u = 0 and y = δ, ∂u/∂y = 0 (there is no fric-

tion force on the free surface of the film) it can be used 

the classical solution of the equation of motion: 

  

Accordingly by averaging the velocity of the liquid 

over its volume passing per unit time through the cross 

section of the film we obtain the dependence for deter-

mining the velocity of the film 

  (10) 

The quantity u  in equation (5) is a linear (referred to 

the wetted surface width) watering volume, m2/s. Turn-

ing to the linear watering mass Г = ρl( u ), we integrate 

equation (5) in the range from z = 0 to the current z and 

from Г = Г0 to the current value of Г. As a result, consid-

ering the dependence (10), we have 

  ,3
3

02
wz

gl

l 

  (11) 

where Г0 = L0/b is the initial linear watering mass, 

kg/(m∙s); L0 is the initial mass flow of the liquid, kg/s. 

Expressing the evaporation rate as 

  

from equation (6) we have 

  (12) 

From equations (8) and (9) we get 

  (13) 

Equating the left sides of equations (6) and (7), after 

the appropriate transformations with regard to depend-

ence (13), we obtain the quadratic equation 

  (14) 

In this equation, the coefficient p and the free term q 

depending on the nature of the interaction of the phases 

and the corresponding expression of the evaporation sur-

face are determined by the following formulas: 
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1) forward flow: 

  

  

2) backflow: 

  

  

3) cross-flow: 

  

  

The positive real root of equation (14) is the value of 

the relative content of the vaporized substance in the gas 

phase (moisture content for water). 

Obtained as a result of solving the system of equations 

of the above mathematical description of dependencies 

(10)–(14) allow for known values of the mass transfer 

coefficient β to carry out calculations and modeling of 
hydrodynamics of a liquid film flowing down a flat sur-

face under conditions of evaporation into a neutral gas 

flow. The initial data for the calculation are the following 

values: v − velocity of neutral gas, m/s; L0 − the initial 
mass flow of the liquid , kg/s; b − surface width, m;  

H − surface height, m; ∆ − the distance from the surface 
to the bounding wall, m; tl − liquid temperature,  − the 
initial temperature of the neutral gas, °C; ta − the ambient 
temperature, °C; φa − the relative content of the evapo-

rated substance in the environment, %; B − atmospheric 
pressure, Pa. 

The calculation is carried out in accordance with the 

following algorithm. 

1) take the temperature of the gas phase is equal to 

  

2) using reference data, the tg value is used to deter-

mine the kinematic viscosity of the neutral gas vg and the 

vapor diffusion coefficient to-neutral gas necessary to 

calculate the mass transfer coefficient β, and also Pvs. By 

value tl we determine the values ρl and μl, by value tl we 

determine the values ρl and μl, by value of ta is deter-

mined by the value of the partial vapor pressure in the 

environment Pa. Next, using the known formulas, we 

calculate the values of the content of the evaporated sub-

stance in the environment da and the specific volume of 

the environment containing this substance γa; 

3) calculating the volume flow rate of neutral gas for 

forward flow and backflow: 

  

for the cross-flow  

  

and its mass flow 

  

4) setting the values of the longitudinal coordinate 

from z = 0 to z = H, for each value we calculate: 

– the relative content of the vaporized substance in the 

gas phase dg according to equation (14), having previous-

ly determined the coefficient p and the free term q for a 

specific type of the phases interaction; 

– partial vapor pressure of this substance in the gas 

phase Pv according to equation (13); 

– evaporation rate w according to equation (12); 

– film thickness δ according to equation (11); 

– film speed u  according to equation (10). 

According to the results of the calculation, we estab-

lish the change in the thickness and speed of movement 

of the film along the height of the surface. 

4 Results 

The study of the regularities of the liquid film flow 

down on a flat surface under the conditions of evapora-

tion into a flow of neutral gas was carried out using the 

calculation algorithm described above. In this case, water 

was taken as a liquid, and air was taken as a neutral gas. 

The necessary data for calculating the mass transfer coef-

ficient β was determined by the well-known empirical 

formula of Gilliland and Sherwood [11]. The results were 

presented in the form of dependences of the change in 

film thickness and speed on the surface height with dif-

ferent types of film interaction with air flow: forward 

flow, backflow and cross flow, as well as various hydro-

dynamic and temperature regimes of its flowing down 

under cross-interaction conditions. 

The analysis of these dependences shows that the film 

thickness and the rate of its flow down in all cases de-

crease along the surface height as a result of the water 

evaporation. From a comparison of these dependences 

with a different character of film interaction with the air 

flow (Figure 2), it follows that the decrease in film thick-

ness and speed during cross-interaction is comparable 

with the backflow and even slightly exceeds it. 

Such a feature of cross-flow interaction is associated 

with the rapid removal of vapor from the film surface, 

which reduces its partial pressure in the air flow through-

out the film’s movement path and, accordingly, increases 

the driving force of the evaporation process. 

The influence of hydrodynamic regimes on the film 

flow patterns (Figure 3) is characterized by a more in-
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tense decrease in the film thickness and speed with in-

creasing air rate, which is associated with an increase in 

the mass transfer coefficient and, accordingly, evapora-

tion rate. With an increase in the mass flow of water en-

tering the film, a decrease in the thickness and speed of 

movement of the film, on the contrary, is less intense. 

The study of the effect of temperature regimes on the 

regularities of the film flow down was carried out in the 

absence of water boiling in the film (tl < 100 °C). 

 

 

 

Figure 2 − Effect of the nature of the interaction of the water 
film with the air flow on thickness changes (dotted lines) and 

the speed of movement (solid lines) of the film (tl = 80 C; 

tl0 = 20 °C; v = 10 m/s; L0 = 0.005 kg/s): 1, 1/ – forward  

flow; 2, 2/ – backflow; 3, 3/ − cross-flow 

 

 

 

Figure 3 − Influence of hydrodynamic regimes of the flow 
down process of a water film on the change in its thickness 

(dotted lines) and speed of movement (solid lines) during cross 

flow interaction: a − flow rates (tl = 80 °C; L0 = 0.005 kg/s; 

tg0 = 20 °C): 1, 1/ − v = 1.0 m/s; 2, 2/ − v = 5.0 m/s;  

3, 3/ − v = 10 m/s; b − the initial mass flow of water  
(tl = 80 °C; v = 10.0 m/s; tl0 = 20 °C): 1, 1/ − L0 = 0.001 kg/s;  

2, 2/ − L0 = 0.0025 kg/s; 3, 3/ − L0 = 0.005 kg/s 

Calculations show that in this case, an increase in both 
the water temperature in the film and the temperature of 
air supplied to the evaporation surface leads to a more 
intensive decrease in the thickness and movement speed 
of the film (Figure 4). 

It was established that with significant initial air tem-
peratures (tg0 > 100 °C) complete water evaporation can 
be achieved (Figure 4 b). This is due to the increase in the 
saturated vapor pressure and accordingly the evaporation 
rate in accordance with equation (11). 

 

 

Figure 4 - Influence of temperature regimes of the flow down 

process of a water film on the change of its thickness (dotted 

lines) and movement speed  (solid lines) during cross flow 

interaction: a − liquid temperature (v = 10 m/s; L0 = 0.005 kg/s; 

tg0 = 20 °C): 1, 1/ − tl = 20 °C; 2, 2/ − tl = 50 °C;  

3, 3/ − tl = 80 °C; b − gas temperature (tl = 80 °C; v = 10 m/s; 

L0 = 0.005 kg/s): 1, 1/ – tg = 20 °C; 2, 2/ – tg = 50 °C;  

3, 3/ – tg = 100 °C; 4, 4/ – tg = 150 °C 

5 Conclusions 

On the basis of the developed mathematical model, 

hydrodynamic regularities of a liquid film flowing down 

along a flat surface are established considering evapora-

tion into a neutral gas flow. These regularities include the 

influence of the nature of the neutral gas flows interaction 

with a liquid film, as well as regime parameters on the 

change in film thickness and speed. It is shown that the 

film thickness and motion speed of the film decreases 

most intensively with cross-flow interaction. The intensi-

ty of the decrease in the thickness and speed of move-

ment of the film along the surface height increases with 

an increase in the velocity of the neutral gas, and with an 

increase in the flow velocity of the liquid decreases. With 

a significant temperature of neutral gas (tg0 > 100 °C) at a 

certain height of the surface, complete evaporation of the 

liquid is achieved. 

The model can be used to evaluate the operating 

modes of film machines with a plane-parallel nozzle. 
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Гідродинаміка стікання плівки рідини по плоскій поверхні  
в умовах випаровування у потік нейтрального газу 

Лукашов В. К., Костюченко Є.В., Тимофіїв С. В. 

Шосткінський інститут Сумського державного університету, вул. Гагаріна, 1, 41100, м. Шостка, Україна 

Анотація. Робота присвячена дослідженню гравітаційного руху плівки рідини в умовах випаровування у 

потік нейтрального газу для застосування у плівкових апаратах із плоскопаралельною насадкою. Метою 
роботи є розробка математичної моделі такого процесу і встановлення його закономірностей. За основу 
моделі обрано фізичні закономірності стікання плівки рідини уздовж нагрітої ззовні плоскої поверхні за 
припущень, що стікання плівки відбувається в ізотермічних умовах при сталому ламінарному режимі без 
хвилеутворення та за відсутності тертя між газом і плівкою. Математична модель процесу стікання плівки в 
цих умовах містить рівняння руху і нерозривності плівки рідини, доповнені рівняннями масовіддачі, 
матеріального балансу газової фази за випаровуваною рідиною, відносного вмісту випаровуваної речовини у 

газовій фазі та рівнянням закону Дальтона. У результаті розв’язання системи рівнянь отримано залежності, 
що дозволяють (за відомих значень коефіцієнта масовіддачі у газову фазу) здійснювати розрахунки і 
моделювати гідродинаміку стікання плівки рідини за умов випаровування у потік нейтрального газу. Для 
системи «вода – повітря» були встановлені закономірності зміни товщини і швидкості руху плівки по висоті 
поверхні за різного характеру взаємодії плівки з потоком повітря (прямоточного, протитечійного і 
перехресного), а також за різних гідродинамічних і температурних режимів її стікання в умовах перехресної 
взаємодії потоків. Показано, що для всіх випадків спостерігається зменшення товщини та швидкості руху 
плівки, причому найбільше зменшення відбувається при перехресній взаємодії, що пов’язано з інтенсивним 
відводом утворюваної пари від поверхні плівки. Розроблена математична модель може бути використання 
для оцінювання режимів роботи плівкових апаратів із плоскопаралельною насадкою. 

Ключові слова: плівковий апарат, плоскопаралельна насадка, перехресна взаємодія, товщина плівки, 
коефіцієнт масовіддачі, швидкість випаровування. 
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Abstract. Compression ignition engines have wide application in the transportation, agricultural, construction and 

industrial sectors which are critical for the economic sustainability of any nation. These engines are powered with pe-

troleum diesel which is however, been threatened by the reality of crude oil going into extinction in some couple of 

years if new reserves are not discovered, and also the need to reduce global warming; a consequence of the effect of 

its combustion products. Biodiesel is a renewable fuel with similar properties to petroleum diesel, and can be used 

purely or in blends without the need for modifying the existing engines. The thermal efficiency of an engine is a very 

important performance indicator, and researchers would stop at nothing to ensure its improvement. The kinematic 

viscosity is one of the fuel’s properties which contribute to an engine thermal efficiency. This work is thus designed 

to review some past studies on the use of biodiesels and its blends in engines and find a correlation between the kin-

ematic viscosity and the thermal efficiency. A correlation was established to exist between the fuel kinematic viscosi-

ty and the engine thermal efficiency. 

Keywords: biodiesels, kinematic viscosity, calorific value, pure biodiesel properties, thermal efficiency. 

1 Introduction 

The rapid dwindling rate of the world fossil energy re-

serves has continued to be unmatched by new discover-

ies. However, the comfortable existence of the present 

age mankind has been tailored towards his large depend-

ence on generated energy used in transportation from a 

location to another (air, land, and marine), powering of 

construction and agricultural equipment, and for electrici-

ty generation utilized in powering of household equip-

ment and industrial machines/ equipment. 

To meet this energy requirement, the dwindling fossil 

energy reserves are being continually called into play, as 

the bulk of the generated energy consumed by man is 

produced from it and only a fraction, about 13% of the 

whole is generated from nuclear, wind, solar and hydrau-

lic sources. The generation of energy from fossil energy 

resources however also comes with an attendant cost of 

environmental pollution asides the possibility of it getting 

into extinction in a couple of years if new reserves are not 

discovered. 

The transportation sector and agricultural and con-

struction equipment generate its energy largely from 

crude oil, while a small fraction of the world’s electricity 

is also generated from it. The major process of converting 

the inherent energy of crude oil utilized in these sectors 

employs basically the use of internal combustion engines. 

Crude oil forms about 38% of the amount of fossil energy 

used in generating energy for the use of mankind, and is a 

major contributor to the much talked about climatic 

change caused by global warming. 

In order to continue to meet the huge demand of ener-

gy for transportation, agricultural and construction 

equipment, and electricity generation placed on internal 

combustion engines while placing a premium on the 

maintenance of a cleaner environment, alternative energy 

sources to crude oil are been sought for, and one of such 

is the use of renewable and bio-degradable biofuels. 

Compression ignition engines are known for their 

heavy-duty applications, and are the preferred engine of 

choice for agricultural and construction earth moving 

equipment, marine and rail transportation devices, and 

electricity generation. These engines rely on the combus-

tion of Automotive Gas Oil (AGO) generally known as 

diesel for the generation of its energy. In a quest to re-

duce the environmental impact and maintain a high ther-

mal efficiency with the use of these engines, biodiesels 

are now increasingly used as a source of fuel because of 

its applicability to already existing engines without the 

need for modifications [1]. 

http://jes.sumdu.edu.ua/
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Researchers are thus busy carrying out studies on the 

production and use of biodiesels in compression ignition 

engines, its desired properties and the impact of its com-

bustion products on the environment. 

The impact of some of the properties of fuels, bio-

diesels inclusive such as calorific value on thermal effi-

ciency [2–4] flash point on storage of fuels [5], cetane 

number on the fuel auto-ignition [6], and viscosity on 

flow rate and thermal efficiency [7–13]. 

This study is thus designed to review the literature and 

find a correlation between the kinematic viscosities of 

biodiesels / biodiesel blends and engine thermal efficien-

cy. 

2 Literature Review 

2.1 Kinematic viscosity and thermal efficiency 

Kinematic viscosity is the ratio of the fluid dynamic 

viscosity to its density and has a significant impact on 

fuel delivery and power output. It determines the rate of 

flow of the fuel, and too high a value can lead to pumping 

issues and atomization in the injection system [14]. 

Thermal efficiency is the fraction of the heat input that 

is converted into useful work by the device, in other 

words, it is the percentage of fuel energy converted into 

useful power output [11, 15]. The thermal efficiency of 

an engine has a direct relationship to its power output and 

is inversely proportional to the rate of mass of fuel con-

sumption, hence a high value of thermal efficiency is an 

indication of better fuel economy and by extension re-

duced spending and lower exhaust of emission products. 

In the quest to investigate the effect of the utilization 

of biodiesels and petroleum biodiesel blends on engine 

performance several researchers have conducted experi-

ments using biodiesels produced from different sources 

and different blend fractions. Biodiesels produced from 

different sources have their own characteristic physico-

chemical properties which are a function of the produc-

tion process and have an impact on the performance of 

the engine. 

Independent studies with the use Karanja oil biodiesel 

and its blend (B20) with determined kinematic viscosities 

of 5.35 cSt at 40 °C and 3.04 cSt resulted into engine 

thermal efficiencies of 32.0 % and 30.2 % respectively 

[16, 17]. With biodiesel/biodiesel blends of Pongamia 

origin, kinematic viscosity values of 5.17 (B10), 5.43 

(B20), and 5.62 cSt (B30) at 40 °C, the engines thermal 

efficiency were 26.2 %, 26.8 %, and 26.5 % respectively 

[10], while with values of 4.56 cSt (B100) at 33 °C and 

5.46 cSt (B20) as determined from other studies resulted 

into engine thermal efficiency values of 26.0 % and 

28.0 % respectively [18]. 

Studies on biodiesels with Canola oil and Honge oil as 

their origin with kinematic viscosity values of 5.38 and 

5.60 cSt respectively measured at 40 °C resulted into 

thermal efficiency values of 31 % and 25 % respectively 

[2–8]. 

Jatropha oil is commonly used as a source of biodiesel 

in many parts of the world because of its ease of propaga-

tion [19]. Several studies have been conducted on the 

performance and emission characteristics of compression 

ignition engines using biodiesels produced from Jatropha 

and its blends with petroleum diesel, some of interest to 

the authors have been selected. Kinematic viscosity val-

ues of 4.38 (B100), 5.84 (B100), 5.21 (B10), 5.64 (B20), 

5.97 (B30), 6.61 (B100), and 4.84 cSt (B100) measured 

at 40 °C as determined by some researchers for Jatropha 

biodiesel and its blends used in fuelling of an engine 

resulted into thermal efficiency values of 24.0, 24.0, 26.5, 

26.3, 27.2, 22.0, and 31.0 % respectively [7, 8, 10, 15, 

20]. 

Biodiesels with Soybean, Manhua and Palm oil as 

sources have also been worked upon by researchers. With 

Soybean oil as source, the use of its biodiesel with kine-

matic viscosity values of 3.34 (B20), 3.68 (B40), and 

4.25 cSt (B100) measured at 40 °C in compression igni-

tion engine resulted to thermal efficiency values of 31.3, 

30.5, and 29.5 % respectively [3]. 

Manhua oil biodiesel with a kinematic viscosity of 

5.58 cSt measured at 40 °C gave a thermal efficiency 

value of 27 % when used to fuel an engine [21]. Studies 

on biodiesel derived from Palm oil with kinematic viscos-

ity values of 4.56 (B100), 2.82 (B20), and 3.40 cSt for 

petroleum diesel-palm oil blend in the ratio 1:4 measured 

at 40 °C resulted into thermal efficiency values of 25, 28 

and 27 % respectively [22], while with kinematic viscosi-

ty of 4.70 cSt (B100) measured at 30 °C during another 

study, the thermal efficiency of the fuelled engine was 

27 % [23]. 

Working with biodiesel produced from used and fresh 

Corn oil, the kinematic viscosity values measured at room 

temperature were gotten to be 4.70 and 5.86 cSt gave 

engine thermal efficiency values of 25.5 and 22.5 % re-

spectively [24]. With Neem oil biodiesel having a kine-

matic viscosity value of 3.20 cSt, the engine’s thermal 

efficiency was found to be 23.0 % [25], and as reported 

by Tutak et al., the use of B100 as fuel in their test engine 

with kinematic viscosity value of 4.51 cSt measured at 

40 °C gave thermal efficiency value of 27.0 % [26]. 

A summary of the literature values of kinematic vis-

cosities and the corresponding engine thermal efficiencies 

is as shown in Table 1 below. 

Plots of thermal efficiency against kinematic viscosity 

values of biodiesel and some of its blends are as depicted 

in Figures 1–2. 

Figure 1 is a plot of the thermal efficiency values 

against the kinematic viscosity values of some biodiesels 

and biodiesel blends. The thermal efficiency values can 

be seen to be indirectly proportional to the kinematic 

viscosity values, although this cannot be said to be appli-

cable in some instance given an indication that other fuel 

properties will have an impact on the engines thermal 

efficiency.  

Biodiesels despite having similar properties to petrole-

um diesel posses some characteristics such as oxygen 

content, fatty acid composition, and moisture content 

which differs from that of petroleum diesel and thus can 

impact the performance characteristics of an engine 

fuelled with it [27–29]. 
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Figure 1 – Thermal efficiency kinematic viscosity  

plots of biodiesels and its blends

 

Figure 2 – Thermal efficiency kinematic viscosity  

values at 40 °C plots of biodiesels 

Table 1 – Summary of thermal efficiency values 

Kinematic  

viscosity, cSt 

Thermal  

efficiency, % 

Biodiesel  

source 
Reference 

Kinematic  

viscosity, cSt 

Thermal  

efficiency, % 

Biodiesel  

source 
Reference 

5.35 32.0 Karanja [16] 6.61 22.0 Jatropha [17] 

3.04 30.2 Karanja [17] 4.84 31.0 Jatropha [20] 

5.17 26.2 Pongamia [10] 3.34 31.3 Soybean [3] 

5.43 26.8 Pongamia [10] 3.68 30.5 Soybean [3] 

5.62 26.5 Pongamia [10] 4.25 29.5 Soybean [3] 

4.56 26.0 Pongamia [18] 5.58 27.0 Manhua [21] 

5.46 28.0 Pongamia [18] 4.56 25.0 Palm oil [22] 

5.38 31.0 Canola [2] 2.82 28.0 Palm oil [22] 

5.60 25.0 Honge [8] 3.40 27.0 Palm oil [22] 

4.38 24.0 Jatropha [7] 4.70 27.0 Palm oil [23] 

5.84 24.0 Jatropha [8] 4.70 25.5 Corn oil [24] 

5.21 26.5 Jatropha [10] 5.86 22.5 Corn oil [24] 

5.64 26.3 Jatropha [10] 3.20 23.0 Neem [25] 

5.97 27.2 Jatropha [10] 4.51 27.0 Neem [26] 

 

To mitigate the impact of some of the differences 

which exist between biodiesels and biodiesel-petroleum 

diesel blends on its performance when used as a fuel in 

engines, the impact of kinematic viscosity on an engine 

thermal efficiency is viewed from the aspect of only pure 

biodiesels, also the obtained kinematic viscosity values 

utilized in arriving at the plot in Figure 1 were not all 

determined at a uniform temperature, and as it has been 

stated in different literature that fluid viscosity is depend-

ent on temperature [30–32], the plot of thermal efficiency 

against fuel kinematic viscosity values all measured at 

40°C was done and is as shown below in Figure 2. 

The thermal efficiency values are seen to be a function 

of the fuels kinematic viscosity values except for some of 

the few cases where despite the relatively low values of 

the fuels kinematic viscosity, the thermal efficiency value 

was lower (4.38 cSt – 24.0 %, 4.56 cSt – 25.0 %, and 

4.51 cSt – 27.0 %). 

As stated earlier, literature has established that the 

thermal efficiency of an engine is a function of its calorif-

ic value [2–32], and as shown in Figure 2, the thermal 

efficiency is also a function of the fuels kinematic viscos-

ity, except for the stated observed exceptions, it is hence 

imperative to examine if the reasons for the exception can 

be attributed to the calorific value property of the fuel. 

This table shows biodiesels with kinematic viscosity 

values of lesser than 5 cSt and the corresponding calorific 

and thermal efficiency values is presented in Table 2. 

Table 2 – Pure biodiesel properties 

Kinematic  

viscosity, cSt 

Calorific  

value, kJ/kg 

Thermal  

efficiency, % 

4.25 36.2 29.5 

4.51 37.1 27.0 

4.56 40.6 25.0 

4.84 37.2 31.0 
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The Biodiesel with a kinematic viscosity value of 

4.56 cSt despite having a higher value of calorific value 

than the others listed in Table 2 gave a lower value of 

thermal efficiency, given an indication that the observed 

few exceptional cases in the thermal efficiency against 

kinematic viscosity value plot in Figure 2 could have 

been due to other factors not directly related to the prop-

erties of the fuels. 

 

3 Conclusions 

Compression ignition engines have wide application in 

the transportation, agricultural, construction and industri-

al sectors which are critical for the economic sustainabil-

ity of any nation. These engines are powered with petro-

leum diesel which is however, been threatened by the 

reality of crude oil going into extinction in some couple 

of years if new reserves are not discovered, and also the 

need to reduce global warming; a consequence of the 

effect of its combustion products. 

In this paper, research works of literature on the study 

of biodiesel and biodiesel-petroleum diesel blends have 

been reviewed, and a correlation has been shown to exist 

between the fuels kinematic viscosity value and the ther-

mal efficiency of an engine operated on it. 
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Продуктивність двигунів із запалюванням стисненням від властивостей біопалива 
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, Жекаїнфа С.О.
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2 Технологічний університет А. Акінтола, Огбомосо роуд, м. Огбомосо, Нігерія 

Анотація. Двигуни із запалюванням стисненням мають широке застосування у транспортній, 
сільськогосподарській, будівельній і промисловій галузях, що є надважливими для економічної стійкості 
будь-якої країни. Ці двигуни працюють на нафтовому дизельному паливі. При цьому видобуток сирої нафти 
через кілька років перебуватиме під загрозою, якщо не будуть виявлені нові запаси. Також при цьому 
необхідно враховувати загрози глобального потепління як наслідок суттєвого збільшення викидів продуктів 
згорання. Біодизель є поновлюваним паливом зі схожими властивостями з нафтовим дизелем. Він може 
використовуватися самостійно або в сумішах. Тепловий коефіцієнт корисної дії двигуна є надважливим 
показником ефективності, а науковці робліть усе необхідне для забезпечення зростання цього показника. 

Кінематична в’язкість є однією із властивостей палива, що сприяє тепловій ефективності двигуна. Таким 
чином, ця робота спрямована на огляд попередніх досліджень у розробленні біодизеля та його сумішей для 
двигунів. У результаті знайдено зв’язок між кінематичною в’язкістю і тепловою ефективністю. Також 
встановлено кореляцію між кінематичною в’язкістю палива і тепловою ефективністю двигуна. 

Ключові слова: біодизель, кінематична в’язкість, калорійність, властивості біодизеля, теплова ефективність. 
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Abstract. The paper is focused on the research of the applied aspects of soil remediation, in particular the process 

of heavy metals (HM) binding and intensifying the cultivation of a soil microbiome using various organic-mineral 

compositions: biogenic composite, which is the product of anaerobic transformation of sewage sludge and phos-

phogypsum; organic-mineral compost, based on a mixture of phosphogypsum, superphosphate and cattle humus; and 

a combination of a mixture of sodium humate and superphosphate. The integration of theoretical and experimental 

principles in the synergy analysis of the interrelations in the system “object – subject of research” in the study of the 

dynamics of changes in the forms of HM finding in the soil was carried out. The percentage content of the mobile 

forms of HM released by the extractant from their gross content before and after the treatment of the soil with organ-

ic-mineral compositions was determined with the spectrophotometric method using. The comparison of the soil pro-

cessing efficiency was determined. Correlation relations of the dynamics in the biomass oxidative ability values for 

the soil biome and the rate of the substrate oxidation was proved over time treatment with different doses of the bio-

composite with using of mathematical statistics methods. 

Keywords: heavy metals, soil remediation, organic-mineral compositions, phosphogypsum, soil biome, oxidative 

ability of the biomass. 

1 Introduction 

The growing anthropogenic impact on the ecosystem 

causes changes in the natural soil-forming process. The 

dangerous factors of anthropogenic origin are the pro-

cesses of intensification of heavy metals (HM) migration 

in the edaphotop, which cause devegetation and dehumid-

ification, destructive changes in the agrophysical, physi-

cochemical and biological properties of the soil, until its 

toxicity. The soil receives HM by various ways: with the 

gas-dust emissions from industrial enterprises and vehi-

cles, liquid and solid household waste, with sewage from 

agricultural enterprises, pesticides, with impurities of 

organic and mineral fertilizers in particular, etc. They are 

accumulated in the soil to concentrations that are hazard-

ous for living objects. 

HM fall from the atmosphere into the soil principally 

in the form of oxides, which gradually dissolve, passing 

into hydroxides, carbonates or in the form of exchanged 

cations [1]. 

It should be noted that heat power takes the first place 

by the impact value and gross inflow of HM into the 

atmosphere due to combustion of organic fuel in boiler 

units (on thermal power stations, boiler houses and in the 

industrial furnaces). The combustion of coal and fuel oil, 

which are still dominated it the fuel structure of most 

countries, is the main source of HM in the atmosphere. 

The coal contains almost all known heavy metals. One 

ton of carbon soot can contain maximum 10 kg of Sr, V, 

Zn and Ge [2]. 

It is known that the mobility of HM in the system 

“soil – plant” is largely determined by the physical and 

chemical properties of soils, by the content of organic 

matter and the activity of microorganisms that actively 

participate in the transformation of substances in soils. 

The processes of the migration of HM occur or intensi-

fy under the impact of the plants root extract that makes 

the soil aggregates wet, affects the physical and chemical 

exchange (absorption) capacity of the soil, and binds 

cations of two- and polyvalent metals with carboxyl and 

hydroxyl groups of polysaccharides, amino acids and 

carboxylic acids into complex compounds, and it also 

concentrates cations, which cause the gradual toxication 

of soil ecosystems. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2019.6(1).h1


 

 

H 2 CHEMICAL ENGINEERING: Environmental Protection 

 

So, the current task for today is the regulating of the 

buffer properties of soils by improving existing and de-

veloping new ways to reduce the mobility of HM in the 

ecosystem that come from various anthropogenic sources. 

2 Literature Review 

Rehabilitation of soils contaminated with heavy metals 

is usually based on the use of such meliorants as lime, 

gypsum, as well as phosphates and organic matter of 

different genesis. 

The use of lime is more effective on soils with acid re-

action, on high-buffer soils. An increasing pH to 7.5 and 

more causes to the formation of compounds of hexavalent 

chromium, which are very mobile, toxic and not sorbtive. 

Besides, lime and phosphorus-containing compounds 

reduce the arrival of toxic metals into the plant, compli-

cate absorption of metabolites (Cu, Zn, Mn), creating 

their shortage and reducing crop’s productivity [3, 4]. 

The use of natural sorbents is advantageous because 

they are affordable, cheap and environmentally friendly. 

At the same time, not all is clear about their role as an 

inactivators of HM in the soil [5]. 

The introduction of organic fertilizers is a method that 

reduces the mobility of lead in the soil and reduces its 

entry into plants, but it is unclear how long this immobi-

lization effect will be shown, because organic fertilizers 

are eventually mineralized, which also affects the mobili-

ty of lead in the soil [6]. 

The importance of liming as a method of soil meliora-

tion is well known and well-studied for turf-podzolic 

soils. However, liming cannot be considered only as a 

way of eliminating the soil acidity, because acidic soils 

have a complex of adverse properties. Physical and phys-

ical-chemical properties of soils are improved during the 

liming, the density decreases significantly, the filtration 

and aeration increases, the mechanical resistance is re-

duced, the cation exchange capacity increases, the com-

position of the soil absorption complex changes. 

Liming affects the use of nutrients from soil and ferti-

lizers by plants. It influence is significant on soil micro-

flora. Besides, the ability of the roots to absorb a number 

of HM, in particular lead, decreases as a result of increas-

ing Ca. Liming also contributes to the formation of com-

plexes of organic substances of soil with HM, which 

reduces the mobility of Hg, Cd, Zn, Cu, Ni, Cr [7–9]. 

A recent analysis [10] showed that many types of ma-

terials such as lime, metal oxides, phosphate compounds, 

organic matter, calcium carbonate, red mud, bone meal, 

and fly ash may be used to the media for soil amend-

ments. 

The results obtained by [11] suggest phosphate com-

pounds enhance the immobilization of metal(loid)s such 

as Cd, Pb, and Zn in soils through various processes. 

Rock phosphate reduced Pb, Cd, and Zn by 99.9–24.0%, 

DAP reduced Cd and Zn by more than 77 % and 91 % for 

Cd [12]. The P application is considered an attractive 

technology for managing metal(loid)-contaminated soils, 

however the large-scale use of P compounds can contam-

inate surface and groundwater, future research should aim 

to develop the remediation method with the minimum 

impact of P on quality of water sources. 

According to [13] strongest reductions occurred after 

cyclonic ashes (CA) + steel shots (SS) and compost (C) +  

+ cyclonic ashes (CA) + steel shots (SS) treatments  

(99–97 % for Cd and Zn), while Pb and Cu leaching in-

creased after C and C + CA treatment (3.3–17.0 %, re-

spectively). Noteworthy, if too many OM is added into 

soil, nutrition can be released at the short time, an out-

flow of them into the groundwater and subsequently 

make water polluted. In addition, the incorporation of 

OM in soil can be time consuming. 

Xie Y. et al. [14] analyzed the effectiveness of six 

amendments (composed with bentonite, phosphate, hu-

mic acid, biochar, sepiolite powder, biological matrix, 

silicon fertilizer on the for remediating cadmium and 

copper co-contaminated soil and reducing the metal con-

centration in Rhizoma Chuanxiong. The disadvantage of 

the method is that the maximum possible efficiency of the 

extraction of heavy metals such as Cd, Cu, Pd and Zn 

with the use of compositions with different compositions 

is revealed, which does not allow to unify the application 

of the method. 

There is a method [15] for the remediation of the soil 

technogenically contaminated with heavy metals, it in-

cludes a one-time treatment of soil with a combination of 

a mixture of sodium humate with superphosphate, lime or 

organic matter in accordance with the soil. Sodium hu-

mate, superphosphate and lime are used for soil contain-

ing Cd, Cr. Sodium humate, superphosphate and manure 

are used for soil containing Zn. 

The disadvantages of this method are the lack of a uni-

fied approach to the treatment of soils with a different 

combination of heavy metals, that limits its use. Besides, 

the influence of the pH of the soil environment, which 

affects the mobility of heavy metals and the efficiency of 

their binding in the low soluble compounds, was not tak-

en into account. 

There is a method [16] for purifying chernozem soils 

contaminated with heavy metals, which includes the use 

of an inducing agent. Оrganic-mineral compost is used as 

such a substance, it is prepared by mixing phosphogyp-

sum, simple superphosphate and cattle’s humus. Compost 

is introduced into the soil once for 4–5 years at a dose of 

100–110 tons/hectare with an organic content in it up to 

20 % and pH of 6.0–6.5. This contributes to lowering the 

alkalinity of chernozem soils to pH 7.2–7.8, then it is laid 

by a cultivator to a depth of 20–25 cm. 

The main disadvantage of this method is the lack of 

technological conditions that ensure the detoxification of 

organic and mineral waste during their composting. So, 

harmful impurities may be in sewage sludge and phos-

phogypsum. It is heavy metals, which are in exchange 

form during composting and may subsequently be availa-

ble to plants when such compost is introduced to soil. 

A well-known method [17] describes the technical so-

lution “Washing of contaminated soils”, aimed at the 

purification and recovery of soils and sediments contami-

nated with HM, using a detergent solution with chelating 

agents. 
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The chelating agent forms water-soluble complexes 

with metals and in this way facilitates removal of the 

metal from soils and sediments into the washing solution. 

This method involves the separation of the solid phase of 

the soil and sediment, and the rinsing solution used in the 

filter press chamber and the rinsing of the solid phase to 

remove all residual mobilized contaminants at the same 

time. The recycle of chelating agents and process water in 

a closed process circuit is provided by applying a pH 

gradient and using advanced oxidation processes for 

treatment of process water.  

The disadvantages of this method include the com-

plexity of the implementation process, the need for me-

chanical removal of soil contaminated with heavy metals 

in order to further treatment it in a known way, the high 

energy consumption of the treatment process, the use of 

expensive chelating agents and the generation of second-

ary waste requiring disposal or destruction. 

There is a method [18] for purifying clay soils and 

sludge, which includes removing radionuclides and heavy 

metals by treating slimes and soils with a chemical rea-

gent. An aqueous solution of еру di- or triammonium salt 

of ethylenediaminetetraacetic acid (EDTA) with a con-

centration of 0.01–0.05 mol/dm
3 
is used as a reagent.  

But this method can be used on soils containing HM, 

capable of forming stable complex compounds with 

EDTA, and with high content of clay components (14–
20 %). Similarly, chelate-assisted remediation of HM can 

also cause off-site movement of HM [19]. During EDTA-

assisted solubilization of HM, plants can absorb only a 

limited fraction of mobilized metal and the remaining 

amount of HM are generally leached down [20]. There-

fore, it is highly necessary that application of chelating 

agents is limited to their lowest level for ecological and 

economic benefits. 

Improvement of compositions and the creation of new 

organo-mineral complexes for regulating the soil buffer 

properties that allow the regulation of mobility of HM are 

actual. It may help to eliminate or at least reduce the 

harmful effects of excessive amount of HM on the biotic 

constituent of ecosystems and edafopops. 

The paper is focused on the research of the applied as-

pects of soil remediation, in particular the process of 

heavy metals (HM) binding and intensifying the cultiva-

tion of a soil microbiome, using various organic-mineral 

compositions. 

To achieve the aim, the following tasks were set: 

– research of the binding process of heavy metals in 

the soil under the various organic-mineral compositions 

action; 

– comparison of different approaches to the determina-

tion of the metabolic activity of microorganisms in soil 

microzones under the stimulating effect of the biogenic 

composite as a product of anaerobic treatment of sewage 

sludge and phosphogypsum. 

3 Research Methodology 

3.1 The theoretical foundations of the work 

For the formation of a general research concept the 

synergism of the object and subject of research should be 

considered. The object of the research can be represented 

as the impact of heavy metals on the soil ecosystem. At 

the same time such an impact can lead to the passage of 

the ecosystem through the bifurcation point when the 

boundary condition is reached (for example, the maxi-

mum bioaccumulation values of the pollutant in the natu-

ral components) even with minor fluctuations of the sys-

tem parameters. This brings the ecosystem to a new de-

velopment level, in our case – to degradation and increas-

ing instability. A general scheme for combining scien-

tific-theoretical and experimental researches (Figure 1) 

was formed in the context of developing an integrated 

methodological approach to the process of studying bio-

technological techniques for soil remediation. In particu-

lar, the main direction is the formation of the biochemical 

basis of the research organization to find out how organ-

ic-mineral compositions effect on the process of binding 

heavy metals and the microbial biome oxidative ability of 

the soil. 

The subject of research can be characterized as a pro-

cess aimed at reducing the negative impact by introduc-

ing organic-mineral compositions for binding heavy met-

als, which through ecosystem autocatalysis can increase 

its degree of stability and intensify the development pro-

cess of the soil biome and the humification process di-

rectly associated with the rate of productive substrate 

oxidation. 

3.2 Conditions of the microfield experiment 

Research of quantitative and qualitative changes in the 

fractional composition of the soil complex of gray forest 

soil was carried out with increasing doses of organic-

mineral complexes. 

The experiment carried out in blocks of organic glass 

with perforated bottom with a surface area 0.2 m
2
. Blocks 

were filled with gray forest soil from a territory with a 

high level of anthropogenic impact, containing lead at 

levels of 17.6–21.2 mg/kg and cadmium – 0.55–
1.00 mg/kg (gross shape). The indoor temperature was 

maintained at the level of 22–25 °С. 
Ammonia-acetate buffer solution with a pH 4.8 was 

used to prepare the extract from air-dry soil samples. This 

extractant is accepted by the agrochemical service for the 

extraction of microelements available to plants and serves 

to assess the soils nutrition with these elements. The ob-

tained solutions were analyzed on a spectrophotometer 

“C115-M1” (OJSC “SELMI”, Ukraine) with an electro-

thermal atomizer. 

Statistical processing of the results was carried out in 

MS EXEL. The percentage content of the HM mobile 

forms released by the extracting from their gross content 

before and after the treatment of the soil by organic-

mineral compositions was determined. 
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Figure 1 – Block diagram of the integration of theoretical and experimental research  

in the framework of interrelations in the system «object-subject» of the research 

Then the degree of decrease in the heavy metals mo-

bility in the soil was determined by adding various organ-

ic-mineral composites according to the formula: 

 %,100
0

10 



b

bb
DHM

 (1) 

where DHM – degree of decrease of heavy metals mo-

bility in the soil, %; b0 – initial percentage content of 

moving forms of HM, %; b1 – percentage of moving HM 

forms after processing, %. 

The effect of different doses of the biocomposite on 

the soil biome can be estimated by the change in the ki-

netic parameters of the development of rhizosphere mi-

croorganisms, in particular, by the accumulation of mi-

crobial biomass. 

The method for the determination of microbial carbon 

in the soil is based on the respiratory response of micro-

organisms to the introduction of glucose (10 g of soil was 

mixed with glucose at a proportion of 10 mgC/g) [21]. 

The biocomposite, after anaerobic treatment, has a high 

level of mineralization of sewage sludge with a biotrans-

formed phosphogypsum as mineral base. Therefore, it 

was decided to apply this method. It should be noted that 

this method is not recommended for use in soils enriched 

with fresh decomposed organic matter (straw, manure, 

etc.). 

According to the X-ray diffractometric analysis [22], 

the mineral spectrum of the biocomposite revealed the 

following compounds: quartz, gypsum, potassium hydro-

gen phosphate hydrate, ammonium sulfate, calcium car-

bonate, calcium aluminum sulfate and complex sulfide 

fraction. 

The optimal biocomposite concentrations are deter-

mined experimentally in the range 2.5–7.5 kg/m
2
. 

In this case, microbial biomass can be recalculated ac-

cording to the formula [21]: 

 Сmicro = 30.0∙10–3
 cm

3
 CО2–С / g

–1∙h –1
.
 

(2) 

 

The determination of organic carbon is carried out us-

ing the Tyurin method, which is based on the decomposi-

tion of organic matter with potassium bichromate in an 

acidic medium, according to existing methods [23]. 

The initial period of incubation is characterized by in-

creased CO2 emissions due to the redistribution of nutri-

ents in the soils microzones with mixing, separated from 

the period of determination (from 0 to 5 hours). So, the 

calculation of average values was chosen in a 25-hour 

interval with a relatively constant rate of CO2. 

4 Results and Discussion 

4.1 Research of the influence of various 

organic-mineral compositions on moving 

forms of heavy metals 

Figure 2 shows the characteristic of the influence of 

various organic-mineral compositions on the reduction 

degree of HM mobile forms in the soil (gray forest soils) 

with an exposure duration is 2 months. 
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Figure 2 – Comparative characteristics of the influence of vari-

ous organic-mineral complexes on the binding process of heavy 

metals moving forms (Pb, Cd): BC is biogenic composite,  

product of anaerobic processing of the sludge sediments and 

phosphogypsum; OMC is organic-mineral compost based on a 

mixture of phosphogypsum (10 % by weight), superphosphate 

(1 % by weight) and cattle humus; SHSPH is a combination of a 

mixture of sodium humate and superphosphate (1:1) 

When organic-mineral compost (OMC) is introduced 

on the basis of the mixture of phosphogypsum, super-

phosphate and manure, a decrease in the volume of HM 

mobile forms by 12 % of the metals total content was 

determined under the degree of reduction of HM mobile 

forms was achieved 60 %, which is 1.3 times higher than 

this indicator compared with tillage using a combination 

of a mixture of sodium humate with superphosphate 

(SHSPH). There was determined that a more rational 

content of OMC composition. But exactly the combina-

tion HM with humic acids is considered a very effective 

way of their immobilization when the mineral component 

of the soil is involved. However, the artificial introduc-

tion of humates into the soil in a certain composition does 

not always determine the high efficiency of the binding of 

HM into the forms that are not available for migration, 

which indicates the need for additional research and ra-

tionalization of relations in the composition of sodium 

humate and superphosphate mixture according to bio-

chemical and physical-chemical soil conditions. Industri-

al humates show a stimulating effect on plant growth, but 

depending on the production technology and materials 

they demonstrates a certain level of toxic effects in rela-

tively high doses, which should also be taken into ac-

count, because the chemical structure and properties of 

natural and industrial humates are different. That affects 

their ecological functions in the soil complex. 

There is a higher degree of decrease in HM mobility 

(at least 70 %) compared with other organomineral com-

plexes under introducing biogenic composite, which is 

the product of anaerobic sludge and phosphogypsum 

processing. It should be noted that the main characteris-

tics of the biogenic composite were studied in previous 

works [22, 24] with the reasoning of certain theoretical 

positions of biochemical influence of biogenic composite 

on the soil complex.  

Thus, it is important to determine the correlation of the 

changes dynamics in kinetic quantities that characterize 

the effect of different doses of biogenic composite on the 

soil biome and the rate of the substrate oxidation over 

time using mathematical statistics methods. 

4.2 Investigation of the comparison different 

approach for biomass oxidative capacity in the 

soil microzones 

Soil respiration in an ecosystem is often used in com-

plex studies of the level of environmental pollution by 

HM. Analysis of changes in the intensity of soil respira-

tion, measured in situ, in several pollution gradients 

formed by large point sources of pollutant emission is 

used as a rapid method to assess the state of the ecosys-

tem. Evaluate soil respiration by the rate of productive 

oxidation of the substrate by soil microorganisms, ac-

cording to the release of carbon dioxide. 

By approximating the experimental values, one can 

determine the rate of carbon dioxide (C – CO2) emission 

in the soil ecosystem by the equation [25]: 

   0

0 0exp ,pr

m
v v v      (3) 

where v0
pr 

is the initial rate of productive oxidation of 

the substrate, mg/(cm
3∙h); v0

0
 – initial velocity of the idle 

oxidation of the substrate to carbon СО2, mg/(cm
3∙h);  

µm – maximum specific growth rate of microorganisms, 

h
–1

; τ – time, h. 

Equation (2) can provide an opportunity to assess the 

effect of a biocomposite on the metabolic activity of mi-

croorganisms in the rhizosphere zone, which play an 

important role in soil recovery under the biochemical 

binding of toxic substances, in particular heavy metals. 

In the previous work [24] mathematically determined 

the biomass oxidative ability (BOA) of the soil biome, 

which determines the protective mechanisms of the soil 

complex in a consistent transformation with a biocompo-

site under the process of the interaction in the system 

“biotic component – biogenic product – toxicant”. Thus, 

with the initial condition τ = 0 we have got the equation: 

 
3

,

1

f

f f

d a org bio

k g
BOA h

k k cm

k k S Y

 
 

 

 (4) 

where Sorg – total organic substrate, including the or-

ganic component of the biocomposite, g/cm
3
; Ybio – eco-

nomic coefficient of biomass output for an additional 

substrate – biocomposite; kf – the constant of biochemical 

binding or fixation of metals in the organic-mineral struc-

ture; kd is dissociation constant; kа – aggregation constant 

(Table 1). 

The obtained mathematical mapping of BOA of the 

soil biome can be compared with the magnitude of the 
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substrate oxidation rate by the soil microbial biomass 

with the release of CO2 according to the equation (2) and 

experimental data (Table 2). 

Table 1 – Values of the parameters that determine the biomass 

oxidative ability (BOA) 

Indicator Unit of measurement Value 

kf – 0.078 

kd – 0.013 

ka – 0.344 

Ybio 

with a dose  

of biocomposite: 

– – 

2.5 – 1.23 

5.0 – 2.45 

7.5 – 2.56 

Sorg g/cm3 7.50–14.80 

 

The growth rate of microorganisms from equation (2) 

in its essence can characterize the rate of biomass devel-

opment, which is taken into account in dependence (3) 

with used economic biomass yield coefficient under an 

additional substrate, the biocomposite. This feature can 

be used to assess the process of stimulating the develop-

ment of the necessary ecological-trophic groups of mi-

croorganisms. Accordingly, it is important to trace the 

presence of a correlation relationship between the rate of 

substrate oxidation by the soil microbial biomass with the 

release of CO2 according to equation (2) and the dynam-

ics of changes in the forms of HM compounds of the soil 

biome (equation (3)) depending on the biocomposite dose 

applied to the soil. It should be noted, that both of these 

indicators can characterize soil respiration and their com-

parison will allow us to assess the reliability of the math-

ematical dependence that was obtained in [24]. 

Table 2 – Experimental data 

Sampling  

zone 

Dose of  

biocomposite,  

kg/m2 

Maximum  

specific growth  

rate of micro-

organisms  

µm, h–1 

Microbial  

biomass,  

µgС/g 

The soil  

of the  

rhizosphere 

2.5 

0.254 ± 0.002 

0.234 ± 0.002 

0.246 ± 0.005 

192 ± 3 

188 ± 5 

183 ± 2 

The soil  

of the  

rhizosphere 

5.0 

0.311 ± 0.002 

0.303 ± 0.004 

0.317 ± 0.003 

253 ± 3 

274 ± 2 

269 ± 4 

The soil  

of the  

rhizosphere 

7.5 

0.312 ± 0.002 

0.310 ± 0.004 

0.314 ± 0.002 

263 ± 5 

255 ± 3 

277 ± 3 

 

BOA directly takes into account the processes of HM 

transformation, which can be effectively used for the 

environmental assessment of the edaphotops conditions 

during the implementation of remediation measures as a 

separate indicator of the effectors effect. 

Figure 2 shows the comparative dynamics of changes 

in the values of the biomass oxidative ability (BOA) of 

the soil biome and the rate of the substrate oxidation (v) 

over time when various doses of the biocomposite with 

the appropriate determination coefficients are applied. 

 

 

Figure 3 – Comparison of changes in the biomass oxidative ability (BOA) of the soil biome and the rate of the substrate oxidation 

with the release of carbon dioxide (v) over time when different doses of biocomposite are applied: BOA1 and v1 – with a dose  

of biocomposite 2.5 kg/cm2; BOA2 and v2 – with a dose of biocomposite 5.0 kg/cm2;  

BOA3 and v3 – with a dose of biocomposite 7.5 kg/cm2 
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Thus, the obtained mathematical expression of the 

BOA (3) agrees well with the experimental data and their 

standard mathematical processing. At the same time, it 

allows to describe the soil respiration and the effect of 

biocomposite on this process as a result of the leveling of 

the heavy metals toxic action on the microbial biome 

(described by the values of the constants kф, kd, kа) and 

stimulation of the development of soil microorganisms of 

the rhizosphere zone (Ybio) knowing only the total content 

of organic matter in the soil. 

5 Conclusions 

The maximum degree of reduction in the heavy metals 

mobility (not less than 70 %) was achieved in the case of 

the biogenic composite use based on the research of the 

influence on the HM moving forms of such organic-

mineral compositions as a biogenic composite – a  

product of anaerobic conversion of sludge sediments  and  

phosphogypsum, organic-mineral compost based on a 

mixture of phosphogypsum (10 % by weight), super-

phosphate (1 % by weight) and manure, and a combina-

tion of a mixture of sodium humate with superphosphate 

(1:1). 

The experimental data was obtained regarding the ve-

locity magnitude of the substrate oxidation by the soil 

microbial biomass with the release of СО2, by the values 

of which the growth rate of microorganisms was deter-

mined. Correlation relations of the dynamics in BOA 

values for the soil biome and the rate of the substrate 

oxidation was proved over time treatment with different 

doses of the biocomposite with using mathematical statis-

tics methods. 

The development of methodical principles for the rap-

id assessment of the ecological characteristics of the soils 

of natural and human-made landscapes will be developed 

in further research under rationalizing the biocomposite 

dosage on different types of soils. 
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2 Технічний університет м. Кошице, вул. Летна, 1, 40001, м. Кошице, Словаччина 

Анотація. Стаття присвячена дослідженню прикладних аспектів рекультивації ґрунтів, зокрема процесу 
зв’язування важких металів та інтенсифікації вирощування ґрунтового мікробіома з використанням різних 
органічно-мінеральних композицій.: біогенний композит, який є продуктом анаеробного перетворення осадів 
стічних вод і фосфогіпсу; органічно-мінеральний компост на основі суміші фосфогіпсу, суперфосфату і 
гумусу великої рогатої худоби; та комбінацію суміші гумату натрію і суперфосфату. Була проведена 
інтеграція теоретичних і експериментальних принципів в синергетичний аналіз взаємозв’язків у системі 
«об’єкт – предмет дослідження» при вивченні динаміки змін форм знаходження важких металів у ґрунті. 
Відсотковий вміст мобільних форм важких металів, що виділяються екстрагентом від їх питового вмісту до і 
після обробки ґрунту органічно-мінеральними композиціями визначені з використанням 

спектрофотометричним методом. Здійснено порівняння ефективності обробки ґрунту. Використання методів 
математичної статистики дозволило довести кореляційний зв’язок між динамікою значень окислювальної 
здатності біомаси для біома грунту і швидкостю окислення субстрату для різного вмісту біокомпозиту. 

Ключові слова: важкі метали, рекультивація грунта, органічно-мінеральні композиції, фосфогіпс, біом  
ґрунту, окислювальна здатність біомаси. 
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