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Abstract. This research investigates the durability-based properties of a ternary calcined clay and limestone powder 

blended Self Compacting Concrete by measuring the short- and long-term permeation properties using water absorption 

and sorptivity properties testing. Also, the variation of compressive strength with age was evaluated at 7, 14, 28, and 

56 days, while the split tensile strength was determined at 7 and 28 days curing. The ternary SCC’s mineralogy and 

morphology were evaluated using FT IR Spectroscopy, SEM imaging, and EDS. The results obtained show that the 

ternary SCC showed improved durability and strength properties with dense and improved microstructure. 

Keywords: ternary concrete, self-compacting concrete, durability properties, calcined clay, limestone powder. 

1 Introduction 

Sustainable construction requires the use of durable 

and economical construction materials locally available 

and can perform optimally throughout the design life of 

the structure for which they are used. One measure of 

the durability of concrete is the permeation property, 

which is a function of the pore structure of the concrete 

and controls the ingress or otherwise of water and other 

substances into the concrete. Durable concrete should 

have minimal amounts of water and other minerals 

ingress as it ages. 

Due to its non-vibrated nature, self-compacting 

concrete (SCC) could be quite porous, especially if the 

mix does not have adequate workability. This 

workability can be enhanced using Supplementary 

Cementitious Materials (SCM) and fillers [1]. This work 

investigates the properties of a ternary SCC comprising 

Calcined Clay (CC) and Limestone Powder (LP) as 

Supplementary Cementitious Material (SCM) and filler, 

respectively. 

2 Literature Review 

The past decade has witnessed rapid breakthroughs in 

the development and application of SCC in the 

construction industry [2]. A lot of research has been put 

into the design and production of SCC with very positive 

results. However, there is no limit to improving this very 

viable construction material further to improve further 

its properties in the fresh and hardened states [3]. 

Different research works have been carried out on 

self-compacting concrete to either characterize this 

essential construction material and improve it. [4] 

presented an overview of various research works on 

SCC to investigate the new properties, strength, 

permeability, diffusivity, tribological behavior and 

thixotropy of SCC incorporating different CRMs and the 

effects on the interfacial Transition Zone (ITZ). He also 

reported on different mix design methods and the 

performance of SCC for different applications. [5] 

investigated the flow of SCC with and without steel 

fibers and carried out a 3D modelling of the flow of SCC 

in slump and L-box tests using a Lagrangian particle-

based method known as the Smooth Particle 

Hydrodynamics (SPH). [6] investigated and modelled 

the bond strength between SCC and reinforcement using 

the RILEM pull out method, developing a model for 

evaluating the bond stress and ultimate slip for SCC. [7] 

reported on recent updates and developments on SCC as 

presented at the 2016 RILEM conference on SCC in the 

areas of mix design methods, materials, test methods, 

durability, and sustainability. It is interesting that the 

report contains novel research on the production of eco-
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efficient SCC (eco-SCC) produced by optimizing 

aggregate gradation with good results by [8]. 

One way of improving SCC is the incorporation of 

SCMs and fillers into the concrete. The absorption of 

cement composites is principally controlled by the 

connectivity, pore size, and total porosity, which 

provides the moisture pathways. This is expected 

because Concretes with blended binder systems exhibit 

a more refined pore structure than OPC systems because 

of the additional/prolonged hydraulic and pozzolanic 

reactions [9]. Other properties that may be improved 

include strength [10], durability [11], and 

microstructural properties [12] of SCC. 

Incorporating different mineral admixtures to replace 

cement or as fillers improve the workability of concrete; 

thus, helping to improve the concrete microstructure and 

durability [11]. [13] reports that ternary blends in 

concrete help reduce/ eliminate the drawbacks of a 

particular SCM or filler. [14] also investigated ternary 

blended SCCs with good results. In a similar vein, [15] 

used different mineral powders in a ternary blend of 

SCC and reported improved durability. Simoes et al. 

(2012) reported improved workability in the paper 

“Ternary mixes of self-compacting concrete with fly ash 

and municipal solid waste incinerator bottom ash”. 

Thus, the use of Ternary blends in SCC helps to improve 

the durability of SCC. This work investigates the 

durability of a ternary SCC using locally available 

materials (calcined clay and Limestone powder) as 

supplementary cementitious material and filler, 

respectively. 

3 Research Methodology 

3.1 Materials testing 

The fine aggregate- river sand, and the coarse 

aggregate – crushed granite rock of maximum size 

20mm, both obtained locally in Zaria, Nigeria, and the 

CC was characterized for their gradation using sieve 

analysis. At the same time, the chemical, mineralogical 

and morphological properties of the cement, CC and LP 

were determined using SEM, XRF, FTIR and XRD 

analysis. 

3.2 Testing of fresh state properties of SCC 

The flowability/ deformability properties of SCC 

were investigated by carrying out slump flow and V-

Funnel tests. The slump flow tests were carried out to 

determine the flow time, time taken to reach a diameter 

of 500 mm, and the flow diameter under the procedure 

set out in [16, 17] while the V-Funnel test was carried 

out to determine the time taken for the SCC to flow out 

of the funnel and is carried out under the provisions of 

[18]. According to the European guidelines for SCC 

(EGSCC 2005), the slump flow value gives the 

flowability of a fresh SCC, and SCC class SF2 is 

suitable for most standard applications. 

The passing and filling ability of fresh SCC was 

evaluated using the L-Box and the J-Ring to determine 

the ability of the SCC to pass through reinforcements 

and fill the formwork without segregation. The J-ring 

was used to determine the flow spread and the blocking 

step in line with the provisions of [19], while the L-box 

tests were carried out under the procedure set out in [22]. 

Both the J-ring and L-box tests were used to determine 

how well a specific batch of SCC will flow through 

restricted spaces without blocking. The filling ability, 

determined using the L-box, gives an idea of how well 

an SCC mix batch can flow into and fill formwork under 

the action of gravity alone [20]. 

3.3 Permeation and strength properties 

3.3.1 Water absorption and sorptivity tests 

The durability of the SCC in this research was 

measured using the rate at which water and other 

substances can ingress into the SCC, which is a function 

of the pore structure of the concrete. While water 

sorptivity measured the rate of water ingress through 

interconnected pore spaces, the water absorption that 

measures the general water ingress through all kinds of 

pore spaces The Sorptivity test was carried out using the 

procedure outlined in [21] to determine the 

susceptibility of the unsaturated concrete to the 

penetration of water through capillarity by determining 

the increase in the mass of the specimen resulting from 

absorption of water as a function of time when only one 

surface is exposed to water. The initial rate of water 

absorption (or sorptivity, mm/s1/2) is defined as the slope 

of the line that is the best fit of absorption, I plotted 

against the square root of time [21]. The value of the 

initial rate of absorption for each sample is the slope of 

the plot of the least squares, linear regression analysis of 

I vs. the square root of time in seconds. The test was 

carried out at 28 and 56 days for each mix to evaluate 

the short and long-term effects of the SCM and filler 

materials on water absorption rate through 

interconnected capillary poles as a measure of the 

concrete durability. Three numbers diameter 100 by 50 

discs, cut from 100 by 200 concrete cylinder specimens, 

were used for each test and the average result calculated, 

while the water absorption test was carried out to 

determine, in line with the provisions of [24,28], the 

change in water absorption capacity of the specimens 

with age after being submerged for 24 hours. The test 

was carried out at 7, 14, 21, 28, and 56 days to monitor 

the change in water absorption capacity of the SCC with 

age. For each test, three 50x50x50 cubes were used and 

the average value was taken. 

3.3.2 Strength tests 

The compressive strength test was carried out to 

measure the effect of CC and LP on the long-term 

strength development of the ternary SCC and was 

determined using 100 cubic millimeters concrete cubes 

cured at 7, 14, 28, and 56 days in accordance with the 

provisions of [27]. 

Granted that although concrete is not typically 

designed to resist direct tension, the knowledge of 

tensile strength is used to estimate the load under which 

cracking will develop. This is due to its influence on the 

formation of cracks and its propagation to the tension 

side of the reinforced concrete flexural members 

[25, 26], hence the importance of tensile strength 

testing. This test was carried out using diameter 100 by 

200 cylinders at 7 and 28 days using the split tensile 

strength test by crushing the cylinders longitudinally on 
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a compressive strength test machine in line with the 

provisions of [27]. Three specimens were used for each 

test, and the average value was taken. 

3.4 Microstructural analysis 

The micromechanical properties of the SCC 

produced were investigated to determine the 

morphological and mineralogical properties of the 

ternary SCC after curing for 56 days and then kept 

outside the water for 90 days. This was to evaluate the 

effect of the pozzolanic reaction and the filler effect on 

the microstructural properties of the ternary. This 

characterization was carried out using SEM, EDS, and 

FTIR analysis. While the SEM was used to study the 

morphological properties of the SCC, EDX gave the 

quantitative and qualitative mineralogical properties 

thereof, and the FTIR gave the qualitative mineralogical 

properties of the SCC. 

4 Results and Discussion 

4.1 Materials characterization 

Figure 1 gives the gradation curves for coarse and 

fine aggregates and calcined clay, respectively. 

The fine and coarse aggregates are well graded, with 

the coarse aggregates having a maximum aggregates 

size of less than 20mm as specified in [16] for 

aggregates and are thus suited for SCC application. It 

can also be seen that more than 50 % of the clay is finer 

than and passes through the 75 μm sieve, and over 99 % 

of the clay particles are finer than 300 μm. That shows 

that the clay particles have a large surface area for 

reactivity and can also fill the pore spaces in the 

concrete. All the LP particles passed through the 75μm 

sieve and thus should be well filled for filling the pore 

spaces in concrete. 

The result of XRF analysis is presented in Table 1, 

and it shows that Calcined clay contains more than 70 % 

SiO2 + Al2O3 + Fe2O3 stipulated by ASTM C618 for 

class F pozzolana and so have pozzolanic potential. 

Also, limestone powder contains more than 50 % CaO 

and less than 50 % SiO2 + Al2O3 + Fe2O3, which means 

even though it is not pozzolanic, it has the potential of 

being a good filler in concrete and has been used 

severally in SCC and NVC with positive results [29–31] 

The high loss on ignition content (LOI) was assumed to 

be due to the water chemically combined in kaolinite 

(11.0 % wt.), which would be lost during the calcination 

process [32]. 

The results of XRD analysis on the calcined clay and 

Limestone powder are presented in Figures 2–3 for the 

qualitative and quantitative analysis respectively of the 

CC and LP minerals, respectively. It can be seen from 

the result of the XRD analysis of Calcined clay as 

presented in Figure 2 a that the CC is made up 

principally of quartz which is basically SiO2, and thus 

shows that the material is pozzolanic in nature and can 

be used as supplementary cementitious material. It is 

evident that LP comprises calcite principally with 

quartz, Dolomite, Lime, and Garnet making up the other 

peaks, as seen in Figure 2 b. The quantitative analysis 

(Figure 3 a) shows that the calcite makes up the bulk of 

the LP (77 % of the total composition) with quartz 

(10 %), dolomite (7.5 %), Lime (5.2 %), and Garnet 

(0.5 %) taking up the rest of the composition. This result 

agrees with [33, 34]. 

 
a 

 
b 

 
c 

Figure 1 – Gradation curve for coarse (a) and fine (b) 

aggregates, and calcined clay (c) 

Table 1 – Oxide composition of PLC, limestone (L),  

and calcined clay (CC) using XRF analysis 

Oxide CC Cement LP 

CaO 1.50 66.5 53.2 

Fe2O3 0.90 6.83 1.4 

Al2O3 25.1 5.60 2.13 

SiO2 59.2 16.2 3.96 

TiO – 0.20 – 

K2O  1.80 0.48 0.46 

Na2O 0.03 0.78 0.05 

SO2 0.20 2.51 0.08 

BaO 0.11 0.12 – 

V2O3 0.10 – – 

Cr2O5 0.03 – – 

MnO 0.04 – – 

LOI 11.0 1.71 37.7 
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Figure 2 – XRD result (qualitative) of calcined clay(a) and limestone powder (b) 
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Figure 3 – Quantitative analysis of limestone powder (a) and calcined clay (b) minerals 

It can also be seen from the result of XRF and XRD 

analysis of LP that it is not pozzolanic. Limestone 

powder has no pozzolanic activity and is still unhydrated 

at the age of 28 days. However, its filling effect can 

make the paste matrix and the interfacial transition zone 

between matrix and aggregate denser, which will 

improve the performance of concrete. Thus, using LP 

combined with CC in ternary concrete will significantly 

improve the overall concrete properties. 

The result of the XRD analysis (quantitative) analysis 

report for CC presented in Figure 3 b shows that 

calcined clay comprises up to 50 % quartz and other clay 

minerals of the kaolinite group, making 36 % of the 

calcined clay. Kaolinite, dickite, and nacrite are clays 

belonging to the kaolin group, which are 1:1 clay made 

up of Si-O tetrahedral and Al-O(OH) octahedral sheets. 

Together they form a “composite kaolin layer” with 

distorted Si-O and Al-O distances. 

Figure 4 gives the results of FTIR spectroscopic 

analysis for Calcined clay and Limestone powder, 

respectively, using transmission spectroscopy. Major 

assignments of the bands as compared to literature are 

Si-O-Si, Si-O Stretching, and H-O-H. 

 
a 

 
b 

Figure 4 – FT IR Spectroscopic analysis for calcined clay (a) and limestone powder (b) 
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In the IR studies of the clays, Si-O stretching 
vibrations were observed at 773.3 cm–1 (775.3 cm–1); 
909.5 cm–1 (913.2 cm–1), 998.9 cm–1 (1028.7 cm–1), for 
clay (and calcined clay), showing the presence of quartz 
[35]. A strong band at 3,693.3 cm–1 (3,697.5 cm–1) and 
3,649.1 cm–1 (3,623.0 cm–1) indicate the possibility of 
the hydroxyl linkage (Messaoud et al, 2018), while the 
interlayer hydrogen bonding is assigned by the 
characteristic band of 3,620.0 cm–1 [36]. Most of the 
bands present in the clays show the presence of the 
Kaolintes [35]. 

A study of the FTIR spectroscopic analysis presented 
in Figure 4 b shows a dissimilar pattern from the clays, 
with the characteristic bands of calcite near 1,408.9, 
872.2, and 711.9 cm–1. The IR peaks appearing at 1,793 
and 2,508–2,512 cm–1 are also an indication of the 
presence of calcite [37]. Other vibrations at 1,164.8 and 
1,035.6 cm–1 appearing as shoulders are also 
characteristic of quartz. quartz also gives two other 
characteristic bands at 800.3 and 781.0 cm–1. The result 
agrees with [38] and correlates with the result of XRF 
and XRD analyses. 

4.2 Fresh state SCC properties 

The flowability of the SCC is measured using the 

slump flow and V-funnel tests, while the filling/ passing 

ability of the SCC was measured using the L-Box and J-

ring tests, respectively. The results are presented in 

Table 2. 

Table 2 – Flowability and filling/passing ability testing 

Slump test/ V-funnel test L-Box/ J-Ring 

T500 (s) 0.33 H1 8.4 

Viscosity class VS1/VF1 H2 7.81 

Tflow (s) 4.20 H2/H1 0.93 

d1 (mm) 730 T200 (s) 0.36 

d2 (mm) 730 T400 (s) 1.07 

Slump flow (mm) 730 dJx (mm) 715 

SCC class SF2 dJy (mm) 715 

Vfunnel time (s) 5.84 SF J-Ring (mm) 715 

 

The result of the flowability test indicates that the mix 

belongs to viscosity class VS1/ VF1 based on the result 

of the T500 and Vfunnel time tests, respectively, and the 

flowability characteristics are like [16] specification for 

SF2. [16] stipulates that, for proper filling ability 

0.8 ≤ H2/H1 ≤1.0; and this ratio holds for the ternary 

SCC. The mix also met the passing ability criterion and 

showed no signs of segregation or blockage. Compared 

with the provisions of [16], the sample shows no visible 

blockage due to the high workability. This result agrees 

with [29, 39, 40]. 

4.3 Durability characterization 

4.3.1 Permeation properties (water absorption 

and sorptivity) 

Figures 5, 6 gives the result of water absorption and 

sorptivity testing, respectively. The 24 hours water 

absorption after curing for 7, 14, 28, and 56 days given 

in Figure 5 show that the water absorption decreases 

with the age of the concrete because of the 

microstructural evolution related to the continuous 

cement hydration as well as the filling of the pore spaces 

by the very fine CC and LP filler. 

 

Figure 5 – Variation of water absorption with age 

 

Figure 6 – Initial absorption rate vs square root of time 

The incorporation of mixed LS and CC can make 

more dense interfacial transition zones between cement 

matrix and aggregates and refine the pore structures of 

the bulk [41]. Also, the rate at which water is absorbed 

by the discontinuous pore spaces in the concrete 

decreases with age. This is due to the pozzolanic 

reaction, which increases with age as the hydration of 

cement releases the CH for the pozzolanic reaction, the 

products thereof filling the pore spaces in the concrete 

[42, 13]. The primary reason for the better performance 

was attributed to the more compact and denser 

microstructure of the system, and the result agrees with 

[9, 13, 43]. 

The water sorptivity decreases with age, with the 

concrete showing better resistivity to capillary 

absorption at 58 days than at 28 days. What this means 

is that the concrete gets less porous as it ages. This is due 

to the filling of the pores by the products of cement 

hydration and the products of the pozzolanic reaction, 

and the additional filling up of the pore spaces by the 

filler effect of the LP [42]. Thus, the ternary blended 

SCC gets more durable as it ages. The pattern of the 

result agrees with [43, 46]. 

4.3.2 Strength Development 

The compressive strength 7, 14, 28, and 56 days and 

the tensile strength at 7 and 28 days are plotted in 

Figure 7. Both the compressive and tensile strengths 

increased due to the pozzolanic reaction that starts after 

lime (CH) is released from cement hydration and the 

effect of the LP. In addition to its filler effect, LP also 

has a chemical effect; the calcium carbonate of the 

limestone powder can interact with the aluminate 

hydrates formed by the hydration reactions of Portland 

cement, leading to the stabilization of the ettringite and 

could increase the total volume of the hydration 

products, decrease the porosity of the concrete, and 

consequently increase its strength. 
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Figure 7 – Strength development of Ternary SCC 

Limestone powder could also interact with the AFm 

and AFt hydration phases, leading to the formation of 

carboaluminates at the expense of monosulfate, thereby 

stabilizing the ettringite [39] reported that a ternary 

cementitious system containing 20 % LS filler and 30 % 

natural pozzolans exhibited improved early and long-

term compressive and flexural strengths and enhanced 

durability against sulfate, acid, and chloride ion ingress. 

The trend in this result agrees with findings by [47, 48]. 

Thus, the pozzolanic properties of calcined clay and the 

filler effect of LP are combined to more significant 

advantage, aiding in the durability of SCC measured in 

terms of long-term strength development. 

4.3.3 Microstructural Properties 

The result of the microstructural investigation using 

FTIR Spectroscopy and SEM imaging of the ternary 

SCC is given in Figure 8. 

 
a 

 
b 

Figure 8 – Microstructural analysis of SCC using FTIR (a) and SEM imaging (b) 

It can be seen from Figure 8 that the microstructure 

of the ternary SCC has a dense microstructure, which is 

due to the combination of the pozzolanic reaction from 

the CC and the filler effect from the LP, hence the 

denser, more compact, and overall improved 

microstructure containing CSH, crystalline CH, and 

fewer voids than the other samples. The result of the 

microstructural analysis is like research works by 

[49, 50]. 

The result of the mineralogical analysis from the 

SEM micrographs using EDS (Energy Distribution 

Spectroscopy), at x320 magnification is presented in 

Figure 9 and summarized in Table 3. 
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Figure 9 – Mineralogical analysis from SEM Micrographs 

Table 3 – Resulting data of mineralogical analysis 

Element 

Number 

Element 

Symbol 

Element 

Name 

Atomic 

Conc. 

Weight 

Conc. 

20 Ca Calcium 38.23 41.58 

14 Si Silicon 26.93 20.52 

19 K Potassium 18.93 20.08 

13 Al Aluminium 8.38 6.14 

26 Fe Iron 3.18 4.82 

30 Zn Zinc 1.53 2.72 

47 Ag Silver 0.47 1.37 

39 Y Yttrium 0.32 0.76 

41 Nb Niobium 0.18 0.46 

16 S Sulfur 0.51 0.44 

17 Cl Chlorine 0.39 0.38 

23 V Vanadium 0.18 0.24 

22 Ti Titanium 0.18 0.23 

6 C Carbon 0.48 0.16 

15 P Phosphorus 0.13 0.11 

    nnhhhhh

h 

The ternary concrete has an even distribution of 

calcite, silicate, aluminate, and ferrite-based content due 

to the pozzolanic reaction and CC and LP filler effect, 

respectively. 

5 Conclusions 

In terms of recovery of permeation properties such as 

Sorptivity and water absorption, the durability 

performance of the ternary SCC is enhanced with the 

age of concrete. Also, the strength increased as the 

concrete ages due to the hydration of cement, the 

pozzolanic reaction, and the improved permeability 

because of the combined effect of the pozzolanic 

reaction and the filler effect, with a dense microstructure 

as well as better mineralogical distribution. Overall, the 

use of Calcined clay and Limestone powder blend in 

self-compacting concrete produces durable concrete. 
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Abstract. The actual methods of perlite drying are established. The radiation method of perlite drying is offered. A 

description of an experimental installation for drying perlite by the radiation method is given. The kinetic regularities 

of this method are established. Graphical dependences of moisture content on drying time, perlite surface temperature 

on drying time, and drying speed of perlite on drying time are described. The influence of the initial moisture content 

of perlite, the value of the heat flux density from the infrared emitter, the thickness of the perlite layer, and the value 

of the perlite fraction were determined. The analysis on the resulted graphic dependences is made. A drying installation 

with a combined drying method is proposed. The general conclusions concerning the expediency of a radiation method 

of drying perlite are made. 

Keywords: perlite drying, drying time, radiation drying method, infrared radiation, drying curves.

1 Introduction 

Perlite is a rock of volcanic origin used in agriculture, 

metallurgy, medicine, energy, construction, and other 

industries. 

Perlite by chemical composition is a natural structure of 

oxides [1]. Depending on the grain size, expanded perlite 

is divided into the following fractions: fine sand, coarse 

sand, fine gravel, and coarse gravel. 

Bulk materials, including perlite, are dried in drum 

dryers, in dryers with fluidized beds, vibrating, radiation 

dryers, and others. However, the most common methods 

of drying perlite are drying in drum dryers and fluidized 

bed machines. However, with such drying, there is a large 

percentage of dusty perlite. Moreover, dust formation can 

degrade the quality of the final product and complicate 

cleaning gaseous emissions. Therefore, there is a need to 

modernize the existing equipment and search for new 

methods and techniques of drying, which will consume 

less energy and preserve the granular structure of perlite. 

Expanded perlite has found the greatest application. It 

is obtained by holding in furnaces at certain temperatures 

[2]. The unique microstructure of expanded perlite has a 

positive effect on its properties. Expanded perlite is 

lightweight and is an extremely low bulk density material. 

Also, expanded perlite has a low thermal conductivity [3]. 

It has high heat and sound insulation properties and fire 

resistance, it is inorganic, chemically inert, and its 

properties are unchanged over time [4]. 

A promising method of drying bulk materials is the 

radiation method. After all, this method does not require 

active movement of the material and reduces the likelihood 

of abrasion of the material into dust. Because for 

intensification of radiation drying a slight blowing and 

mixing of the bulk material is enough. 

It is obvious that the expediency of drying the material 

by radiation method depends primarily on the ability of the 

material to absorb infrared radiation and the lack of 

resistance on the surface of the material for the diffusion 

of moisture into the environment. 

Since there is no data in the literature on the drying of 

perlite by radiation method, it is advisable to conduct 

appropriate experimental studies. 

Therefore, the aim of the study is to determine the 

kinetic patterns and basic parameters of the process of 

drying perlite by radiation method. 

The object of research is the process of drying perlite by 

radiation method. 

The subject of the research is the kinetic regularities of 

the process of drying perlite by radiation method and 

determination of the main process parameters necessary 

for intensification of the drying process. 
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2 Literature Review 

To achieve the required final dryness of perlite, it must 

be dried. One of the most common methods of drying 

perlite is drying with a hot gaseous coolant, in particular in 

a fluidized bed. Therefore, in the literature, there is usually 

information on the drying of perlite by this method [5]. 

Scientists have also considered less common methods 

of drying perlite, for example, using microwaves [6]. 

However, the kinetic patterns of perlite by the radiation 

method were not detected. 

The radiation method of drying the material is quite 

common and in some cases is highly effective. Thus, in 

particular, the radiation drying method is suitable for 

drying such fibrous materials as paper [7], as well as 

granular bulk materials, such as zeolite [8]. Therefore, it is 

expedient to study the kinetic regularities of drying perlite 

by the radiation method to determine the effectiveness of 

this method. 

The preliminary mathematical modeling of the perlite 

drying process by the radiation method was described by 

the authors in the article [9]. 

3 Research Methodology 

3.1 Experimental installation 

To study the process of drying perlite by radiation 

method, an experimental installation was used, shown in 

Figure 1. This installation allows obtaining sufficient 

accuracy the results of drying materials by radiation 

method [10]. 

 

Figure 1 – Scheme of the experimental installation for drying 

perlite by radiation method: 1 – personal computer (PC);  

2 – infrared emitter; 3 – platforms for placing perlite;  

4 – electronic scales; 5 – pyrometer; 6 – wattmeter,  

ammeter, voltmeter 

The experimental installation consists of scales that can 

measure the current weight of the perlite test specimens at 

a resolution of 1 mg. Mass values with a frequency of 

3 times per second are sent to the computer with the ability 

to record them. Subsequently, the data were processed 

using Excel software. 

The surface temperature of perlite was measured non-

contact with a pyrometer. The measurement accuracy – 

1 °C. 

An electric ceramic infrared emitter was used as a 

heater. The rated electric power of the heater is 1 kW. 

An ammeter and a voltmeter were used to determine the 

current and voltage. With the help of the obtained values, 

the actual value of the electric power of the infrared emitter 

was obtained. 

A reflector is installed on the reverse side to reduce heat 

loss from the infrared emitter to the environment. 

Experimental samples of perlite during the experiment 

were placed on the vapor-permeable surface of the 

platforms, which was located on the scales. 

3.2 The method of the experiment 

Perlite of Ukrainian origin of three different factions 

was used as experimental samples. The average particle 

sizes of perlite by fractions were 0.4 mm, 0.7 mm, and 

1.3 mm. 

Before the experiment, perlite was kept for some time 

in desiccators. This made it possible to saturate the perlite 

with moisture to obtain a constant value of moisture 

content. 

Perlite was placed on the vapor-permeable surface 

evenly without additional sealing. 

Before drying, the infrared emitter was kept on until it 

was fully heated. The final surface temperature of the 

emitter became constant. Due to this, the heat flow from 

the surface of the radiator was stabilized. 

The change in the magnitude of the heat flux from the 

infrared emitter to the surface of perlite occurred due to the 

change in the distance between them. In all cases, the area 

of the emitter significantly exceeded the area of the 

prototypes. The values of the heat flux density from the 

radiator to the perlite surface were about 4 kW/m², 

7 kW/m², and 14 kW/m². 

The main parameters of the environment were 

determined using a thermometer and hygrometer. 

Before the experiment, the following values were 

recorded: ambient temperature and humidity, the 

temperature of the working surface of the infrared emitter, 

current, and voltage of the electrical network to which the 

emitter is connected. 

During the experiment, the following current values 

were recorded: perlite mass, perlite surface temperature, 

time. 

The experiments were performed before the onset of a 

constant value of the perlite mass for some time. 

To determine the effect of a particular parameter on 

perlite's drying kinetics, all other process parameters 

remained constant. 

4 Results 

4.1 Experimental kinetic regularities of perlite drying 

by radiation method 

The generalized results of the experimental researches 

are presented in the form of graphic dependences of 

moisture content of perlite on drying time u = f(τ) (drying 

curves), the surface temperature of perlite from drying 

time t = f(τ), and drying speed on moisture content 

du/dτ =f(u). 

The kinetic regularities of the process of drying perlite 

by radiation method at different heat flux densities are 

obtained. The corresponding drying curves are shown in 

Figure 2. 
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Figure 2 – Graphic dependence of the moisture content of 

perlite on the drying time at different heat flux densities:  

1 – 14 kW/m2; 2 – 7 kW/m2; 3 – 4 kW/m2 

The obtained perlite drying curves are similar to the 

typical drying curves of capillary-porous bodies. 

It is established that with increasing the heat flux 

density, the drying rate of perlite increases, in particular in 

the heating period and the first period (constant speed 

period). As a result, the drying time of perlite is reduced. 

This is due to the increase in the amount of heat released 

in the volume of perlite. However, the decrease in the time 

the material reaches equilibrium is not proportional to the 

increase in heat flux density. In the second period of perlite 

drying, the intensity of heat supply does not limit the 

drying rate. This confirms the statement about the 

inexpediency of overdrying the material. Also, at the end 

of drying the perlite, it may be advisable to reduce the heat 

flux or conduct a periodic supply of heat energy. 

According to the obtained experimental data, a 

graphical dependence of the drying rate on the moisture 

content is constructed (Figure 3). 

 

Figure 3 – Graphic dependence of the drying rate of perlite 

on the moisture content of perlite at different heat flux densities: 

1 – 14 kW/m2; 2 – 7 kW/m2; 3 – 4 kW/m2 

According to Figure 3, the acceleration of drying during 

the heating period is more intense at a higher heat flux 

density. This is due to the faster heating of the material to 

the temperature of a wet-bulb thermometer. 

Also, this graphical dependence confirms the above 

conclusions on the drying curves. 

Graphical dependences of perlite surface temperature at 

the heat flux density change are constructed (Figure 4). 

 

Figure 4 – Graphic dependence of the surface temperature of 

perlite on the drying time of perlite at different heat flux 

densities: 1 – 14 kW/m2; 2 – 7 kW/m2; 3 – 4 kW/m2 

According to the obtained data with increasing heat 

flux, the intensity of temperature increase increases during 

the heating period, the first drying period. In the second 

period of perlite drying, the intensity of temperature rise 

occurs until the moisture content of perlite approaches the 

equilibrium value. 

Also, with increasing the heat flux density, the 

temperature of the first drying period and the equilibrium 

temperature of perlite increase. 

At small values of heat density (4 kW/m² and 8 kW/m²) 

flow, the surface temperature of perlite in the first drying 

period is close to constant. However, when the heat flux 

density increases to 14 kW/m², an increase in temperature 

can be observed in the first period of perlite drying. This 

indicates that under such conditions, the drying rate is not 

limited by the rate of supply of heat to the perlite. 

The influence of the initial moisture content of perlite 

on the drying kinetics was also established. 

Figure 5 shows the graphical dependence of the 

moisture content of perlite on the drying time. 

 

Figure 5 – Graphical dependence of the moisture content of 

perlite on the drying time at different initial moisture content:  

1 – 0,37 kg/kg; 2 – 0,47 kg/kg; 3 – 0,5 kg/kg 

The drying curves of perlite in the heating period and 

the first drying period are parallel. This indicates that the 
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drying rate of perlite does not depend on the initial 

moisture content. 

With the increasing value of the initial moisture content, 

the amount of moisture in the material increases. This 

increases the drying time of perlite. However, in the 

second period of drying perlite, a phenomenon is observed 

when for perlite with lower moisture content, the drying 

time decreases disproportionately. This is due to the 

removal of adsorption-bound moisture. 

Graphical dependences of the drying rate on the 

moisture content with changes in the initial moisture 

content are shown in Figure 6. 

 

Figure 6 – Graphic dependence of the drying rate of perlite 

on the moisture content of perlite at different initial moisture 

content: 1 – 0.37 kg/kg; 2 – 0.47 kg/kg; 3 – 0.50 kg/kg 

The obtained graphical dependencies (Figure 6) are 

parallel between the heating and the first drying periods. 

This indicates the exact nature of the drying process in 

these periods. 

Graphical dependences of perlite surface temperature 

on drying time at different initial moisture content are 

constructed (Figure 7). 

 

Figure 7 – Graphical dependence of the drying rate of perlite 

on the moisture content of perlite at different initial moisture 

content: 1 – 0.37 kg/kg; 2 – 0.47 kg/kg; 3 – 0.50 kg/kg 

The influence of the initial moisture content on the 

temperature by drying periods and the intensity of 

temperature rise was not detected. Thus, the temperature 

of the first drying period and the equilibrium temperature 

of perlite are the same for different initial moisture content. 

And the graphical dependences at the beginning of the 

second period of perlite drying are parallel. 

The influence of the thickness of the perlite layer on the 

kinetic regularities of its drying was also established. 

Graphical dependences of the moisture content of 

perlite on the drying time for different thicknesses of the 

perlite layer are shown in Figure 8. 

 

Figure 8 – Graphical dependence of the moisture content of 

perlite on the drying time at different thicknesses of the perlite 

layer: 1 – 1.5 mm; 2 – 3.0 mm; 3 – 5.5 mm 

As the thickness of the perlite layer increases, the 

amount of moisture in it increases. The distance for the 

passage of moisture from the lower layers of perlite to the 

surface and hydraulic resistance also increases. And at the 

same heat flux density, its share concerning the total mass 

of perlite decreases. All this leads to a decrease in the 

intensity of moisture removal from perlite (drying rate) 

and, accordingly, increases perlite's heating and drying 

time. 

The drying curves confirm this in Figure 8 and the 

dependence of the drying rate on the moisture content 

(Figure 9). Obviously, with increasing the layer of perlite, 

the drying rate decreases, particularly in the heating 

periods and the first period. Accordingly, as the thickness 

of the perlite layer increases, the total drying time 

increases. 

 

Figure 9 – Graphical dependence of the drying rate of perlite 

on the moisture content at different thicknesses of the perlite 

layer: 1 – 1.5 mm; 2 – 3.0 mm; 3 – 5.5 mm 
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As the thickness of the perlite layer increases, a slight 

increase in the temperature of the first drying period can 

be observed (Figure 10). 

 

Figure 10 – Graphic dependence of the temperature of the 

perlite surface on the drying time for different thicknesses of the 

perlite layer: 1 – 1.5 mm; 2 – 3.0 mm; 3 – 5.5 mm 

Also, an increase in the thickness of the perlite layer 

leads to a lower intensity of temperature rise at the 

beginning of the second drying period. This can be caused 

by faster heating of the inner layers of perlite at its 

insignificant thickness. This leads to a decrease in the 

thermal gradient and, accordingly, the amount of heat 

transferred into the material by thermal conductivity. 

Experiments were also conducted to determine the 

effect of perlite particle size (fraction size) on the drying 

intensity. During the experiment, the perlite layer was 

made as minimal as possible. 

Drying curves for different fractions are shown in 

Figure 11. 

 

Figure 11 – Graphic dependence of the moisture content of 

perlite on the drying time for different fractions (particle size) 

and the minimum layer: 1 – fraction No. 2 (0.4 mm);  

2 – fraction No. 1 (0.7 mm); 3 – fraction No. 3 (1.3 mm) 

Since the fractions have different particle sizes of 

perlite, and the experiment was performed with the 

minimum possible layer of perlite, the size is effective. The 

layer of perlite was also different. As the perlite layer 

increases, as previously found, the drying rate decreases. 

However, as the particle size increases, the porosity will 

be greater. In this case, the hydraulic resistance for the 

passage of surface moisture from particles and vapor to the 

surface decreases. There is a counteraction of various 

factors that simultaneously affect the intensity of drying in 

different ways. 

Figure 11 shows that the drying curves almost overlap. 

A slight discrepancy can be caused by both the error of the 

experiment and various influences of factors.  

Due to the dependence of the drying rate on the 

moisture content, no trend was found (Figure 12). 

 

Figure 12 – Graphic dependence of the drying rate of perlite 

on the moisture content for different fractions (particle size) and 

the minimum layer: 1 – fraction No. 2 (0.4 mm); 2 – fraction 

No. 1 (0.7 mm); 3 – fraction No. 3 (1.3 mm) 

As can be seen from Figure 13, the average speeds have 

almost no difference. 

A similar situation is observed with the dependence of 

the surface temperature of perlite on the drying time 

(Figure 13). 

 

Figure 13 – Graphic dependence of the temperature of the 

perlite surface on the drying time for different fractions (particle 

size) and the minimum layer: 1 – fraction No. 2 (0.4 mm);  

2 – fraction No. 1 (0.7 mm); 3 – fraction No. 3 (1.3 mm) 
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4.2 Design development 

Based on the analysis of experimental data, the design 

scheme of a dryer for drying perlite was proposed 

(Figure 14). 

 

Figure 14 – The design scheme of the developed dryer 

This dryer combines radiation, filtration, and 

convective drying methods. For additional intensification 

of drying due to active renewal of the drying surface, 

perlite vibrates during pouring and spills from belt to belt. 

The dryer works as follows. Perlite enters the belt dryer 

with the perforated belt. Above the belt are infrared 

emitters aimed at it (radiation component of drying). 

At the bottom of the perforated belt with perlite is fed 

hot gaseous coolant passing through them. Thus, filtration 

drying of perlite is realized. 

Above the surface of the perlite, the countercurrent is 

blowing hot gaseous coolant. This increases the heat load 

on the perlite and helps to remove moist air from the drying 

area. This makes it possible to implement the convective 

component of drying. 

This dryer may have a system of partial recirculation of 

a hot gaseous coolant to reduce heat loss. 

To intensify drying, the belt dryer is mounted with a 

vibratory drive, which increases the oscillations of perlite 

and its mixing. Perlite is also mixed during pouring from 

one belt to another. In addition, it reduces the overall 

length of the dryer. 

5 Conclusions 

The kinetic regularities of the process of drying perlite 

by the radiation method are similar to the regularities of 

drying of capillary-porous bodies. 

During the heating period, the drying rate and the 

temperature of the perlite surface increase. In the first 

period, the drying rate is constant and maximum. The 

temperature is also constant at low heat flux. However, 

with a significant increase in the heat flux, the drying 

process ceases to be limited by the speed of heat supply to 

perlite. Therefore, the excess heat is absorbed by perlite, 

and its temperature begins to rise. 

In the second drying period, the drying rate of perlite 

begins to decrease sharply, and then the intensity of the 

decrease in moisture content decreases. At the beginning 

of the second period of perlite drying, the surface 

temperature begins to increase sharply, and then the 

intensity of temperature increase decreases. 

At equilibrium, the value of the final moisture content 

and the surface temperature remains unchanged. And 

during the experiment, while drying, the values of 

temperature and moisture content can fluctuate amplitude 

within the error of the experiment. 

The analysis of experimental data showed that in the 

period of heating and the first period of perlite drying, it is 

expedient to increase the value of heat flux to the surface 

of perlite. This will increase the intensity of moisture 

removal and reduce the drying time. However, in the 

second period of drying perlite, the increase in heat flux to 

a lesser extent affects the intensity of moisture removal. 

Therefore, it may be appropriate in the second drying 

period of perlite to reduce the heat flux or use intermittent 

drying. 

Also, with increasing the heat flux, the temperature of 

perlite can increase significantly, particularly in the second 

drying period. This can degrade the qualitative indicators 

of perlite.  

The obtained kinetic regularities of the process of 

drying perlite by radiation method make it possible to 

assess the nature of the process, which is necessary when 

choosing the method of drying and design of the drying 

installation. 

In general, the study of drying perlite by radiation 

method has shown that it is effective. It has been suggested 

that this method of drying perlite can be intensified by 

combining it with active mixing of perlite and blowing hot 

coolant over its surface. Also promising is the study of 

perlite drying combining radiation and filtration drying 

methods. 
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Abstract. The implantation of bone substitutes depends on the material’s osteoconductive potential and the 

structure's porosity Porosity is a characteristic feature of most materials. The porosity of materials has a strong influence 

on some of their properties, both structural and functional. An essential requirement for bone scaffolds is porosity, 

which guides cells into their physical structure and supports vascularization. The macroporosity should be large enough 

and interdependent for bone ingrowth to occur throughout the entire volume of the implant. The pore size for cell 

colonization in bioceramics is approximately 100 μm. Pores larger than this value promote bone growth through the 

material. This pore size allows the flow of growth factors and cell adhesion and proliferation, allowing the formation 

of new bone and developing the capillary system associated with the ceramic implant. Porosity also affects the rate of 

resorption of ceramics: the larger the number of micropores, the higher the dissolution rate. The investigated properties 

were elastic moduli, ultimate strength, compressive strength, and average apparent density. The results obtained in this 

work are consistent with previous studies, proving the positive role of microporosity in osseointegration and bone 

formation. 

Keywords: porosity, porosity influence, hydroxyapatite, bone substitute, relationship, osseointegration.

1 Introduction 

Bone substitute materials differ in chemical 

composition, mechanical strength, and biological 

mechanism of action. Each of them has its advantages and 

disadvantages. Unfortunately, bone substitutes have not 

yet achieved optimal mechanical and biological 

characteristics. Synthetic bone substitutes based on 

hydroxyapatite and β-tricalcium phosphate are considered 

today as an adequate alternative to autografts and 

allografts [1]. Today, when using synthetic materials, a 

compromise is needed between mechanical and biological 

characteristics. Since scaffolds are not permanent 

implants, their primary role is to promote extracellular 

matrix formation. The relationship between scaffold 

structure and tissue compatibility has been widely 

discussed over the past decade. Material properties such as 

porosity, chemical composition, and geometry alter the 

relationship between mechanical and biological 

characteristics, determine interactions with body fluids, 

and affect the behavior of bone cells. 

An essential requirement for bone scaffolds is porosity, 

which guides cells into their physical structure and 

supports vascularization [2]. Porosity also affects the rate 

of the resorption: the larger the number of micropores, the 

higher the rate of dissolution [3]. As is known, a typical 

porosity of 90 % and a pore diameter of at least 100 µm 

are necessary for cell penetration and proper 

vascularization of the ingrown tissue [4]. The pore size for 

cell colonization in bioceramics is about 100 μm. Pores 

larger than 100 microns promote bone growth through the 

material. This pore size allows the flow of growth factors 

and cell adhesion and proliferation, allowing for the 

formation of new bone and developing the capillary 

system associated with the ceramic implant. 

Scaffolds for bone regeneration are synthesized by 

various methods using a wide range of biomaterials. 

Research into the integration of biological implants with 

host tissues is constantly increasing, which leads to the 

most modern technologies for the manufacture of 

scaffolds. The superior technology allows the fabrication 

of complex-shaped frameworks with controlled pore size, 

shape, and orientation reliably and cost-effectively. 
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However, natural bone has a unique structure that cannot 

be reproduced with conventional synthesis methods. The 

role of micropores in improving the characteristics of bone 

substitutes has not been studied enough [4]. Not all bone 

substitutes are equally effective when used as directed. In 

this regard, biocompatibility risks when using scaffolds 

from different biomaterials for their intended purpose. 

Assessing the best options among new technologies (e.g., 

new chemicals, nanotechnology) is complicated by trade-

offs between benefits and risks that are difficult to quantify 

given the limited and fragmented information available. 

The introduction of innovations in medical technology 

should not jeopardize the safety of patients [5]. Risk 

management and performance assessment processes 

should be interdependent and regularly updated. 

Therefore, the choice of optimal bone substitutes is not 

always straightforward and largely depends on the clinical 

application and associated biological and mechanical 

needs. Research efforts to determine the optimal design of 

bone substitutes have not led to well-defined solutions [3]. 

The purpose of this work is to investigate the properties 

of porous calcium-phosphate bone substitutes depending 

on the technological conditions of manufacture when 

changing the process parameters, such as pH, 

concentration, and calcination temperature, as well as the 

effect of porosity on physical and mechanical 

characteristics. 

2 Literature Review 

Pores in calcium phosphate materials are essential for 

bone formation as they allow the migration and 

proliferation of osteoblasts and mesenchymal cells and 

vascularization. Porous biomaterials are becoming 

essential in terms of their applications. Pore sizes can 

range from microscale to macroscale. 

In the literature [6], there are independent reviews of 

theoretical developments of porous materials and their use. 

For example, in [7], synthetic bone graft substitutes (BGS) 

have been developed in different pore shapes and sizes 

using different fabrication technologies. 

For almost entirely dense materials with only low 

residual porosity, it can be assumed with reasonable 

accuracy that the relationship between properties and 

porosity is linear. However, for higher porosity, the 

research results show non-linear correlations. It is 

expected that the presence of porosity leads to complex 

laws (not simple direct or inverse linear proportionality). 

Since the existing references in the literature are somewhat 

ambiguous in terms of porosity or density, an attempt was 

made in work to systematize the porosity characteristics of 

calcium phosphate materials. 

Equation (1) [8] is a universal generalization that 

describes the dependence of the porosity of the 

investigated properties: 

 𝑝 =  𝑝0 (1 −


𝑀
)

𝑛

, (1) 

where p is the property of the material with porosity Θ; 

p0 is the property for the pore-free material; ΘM is the 

maximum porosity of the powder mass, and n is a fitting 

parameter (positive or negative). 

Considering a positive value for n, Equation (1) 

satisfies the common boundary conditions: p → p0 as Θ → 

0, and p → 0 as Θ → ΘM, since, in this last situation, 

interparticle contacts are points. This is the case with most 

properties analyzed in this paper, including Young’s 

modulus, the electrical and thermal conductivities. If n is 

negative, p → p0 as Θ → 0, and p → ∞ as Θ → ΘM, the 

typical situation for properties such as the electrical or 

thermal resistivities or the magnetic coercivity. 

Many studies have shown a greater degree and faster 

rate of ingrowth or attachment of bones with a percentage 

of porosity; however, there is still some debate about the 

optimal “type” of porosity. The rate and quality of bone 

integration are related to pore size, volume fraction of 

porosity, and the relationship as a function of structural 

permeability and mechanics. 

Gibson and Ashby's paper [9] is the first attempt to 

revise the properties of porous materials from aspects of 

their mechanical properties. Ashby calls these materials 

“cellular” or “lattice” materials, discussing their plastic 

and brittle mechanical properties in a comprehensive text 

on the topic, including processing, properties, and uses. 

Typically, these materials are used as catalyst carriers, 

filters, and membranes in the chemical, transportation, and 

energy industries. This use takes advantage of their 

properties, such as strength-to-weight ratio [6]. 

Knowledge of elastic properties is critical in the design 

of intended structural applications: 

 𝐸 = 𝐸0𝑓(, {𝑐𝑖}), (2) 

Where E is Young’s modulus of the porous material; E0 

is Young’s modulus of the solid (pore-free) material; f is a 

function of Θ and {ci}, a set of empirical or fitting 

parameters sensitive to the microstructural details of the 

material. 

To model the dependence of the shear modulus G on 

porosity, expressions like expressions for Young's 

modulus were usually proposed, with the corresponding 

values of the parameter involved. Parameter ΘM 

(maximum porosity) should be the same (since it can be 

interpreted as the percolation threshold). But the 

characteristic indicators of Young's modulus and shear 

modulus do not have to be identical. So, if we assume that 

Young's modulus is described as follows: 

 𝐸 =  𝐸0[1 − (


𝑀
)]𝑛𝐸 (3) 

and shear modulus by: 

 𝐸 =  𝐺0[1 − (


𝑀
)]𝑛𝐺 (4) 

and considering that for homogeneous isotropic materials, 

Poisson's ratio v can be determined from the moduli E and 

G as follows: 

  =  
𝐸

2𝐺
− 1 (5) 

substituting equation (3) and (4) into equation (5), we 

get: 
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  + 1 =  (0 + 1)[1 − (


𝑀
)] 𝑛𝐸−𝑛𝐺 . (6) 

In the specific case, when nE = nG or nE ≈ nG, then 

v = v0 or v ≈ v0. This justifies the experimental results, 

which indicate a certain insensitivity of Poisson's ratio in 

porosity for insignificant values of porosity. In practice, 

there is a difference nE – nG = 0.09 for baked iron, which 

is studied in the porosity range from 0 to 0.22. The model 

can describe negative values of Poisson's ratio of porous 

materials when approaching the maximum value of 

porosity, ΘM (seepage threshold). 

In works [10–14], hydroxyapatite frameworks showed 

higher flexural and compressive strength in the presence 

of small micropores with an average size of 5 µm 

compared to 16 µm. Composite frameworks can provide 

greater rigidity by providing a mechanism to inhibit crack 

propagation. In the study, the mechanical behavior of 

porous HA and frameworks with multiscale porosity was 

evaluated to study the effect of the average micropore size 

on strength and reliability. The results showed that 

hydroxyapatite scaffolds with multiscale porosity showed 

strength (8 MPa) close to the cancellous bone (1–7 MPa). 

But these figures are lower than the 140-200 MPa range 

indicated for the cortical bone. The microporous 

hydroxyapatite framework had better elastic properties 

than cortical or cancellous bone. The moduli of elasticity 

of the microporous scaffold with GA from this study  

(28–30 GPa) were more significant than trabecular (11.4–

18.1 GPa) and cortical (15.8–25.9 GPa). For a more 

accurate correspondence of the modulus of the cortical or 

trabecular bone, the content of microporosity must be 

increased by reducing the temperature and sintering time. 

Low porosity scaffolds have a large surface area, which 

is more favorable for initial cell attachment, while high 

porosity scaffolds may have a lower density, which slows 

cell proliferation. On the one hand, a higher porosity 

correlates with an increase in the nutrient diffusion 

coefficient and a higher hydraulic permeability, but on the 

other hand, the loss of Young's modulus reduces the 

mechanical properties of the framework. In addition, the 

decrease in Young's modulus is higher for biodegradable 

materials as they lose their integrity upon degradation. 

However, this effect may be partially counterbalanced by 

the newly synthesized extracellular matrix formed within 

the scaffold, which enhances the overall mechanical 

strength of the scaffold. Therefore, the porosity value 

affects both the available surface area and the fluid transfer 

properties, which must be carefully balanced to obtain an 

optimized framework [15]. 

Montazeryan et al. [16] showed that triple periodic 

minimal structures (that is, a structure whose principal 

curvature sum is zero at each point [17]) look like 

promising candidates for frameworks with a high porosity 

index and transport properties while retaining the 

corresponding mechanical properties. 

Moreover, complex geometries can be achieved, 

leading to hierarchically organized structures, as shown in 

Figure 1 [15]. Since the advent of additive manufacturing 

technologies, triple periodic minimal surfaces (TPMS) 

have served as a promising tool for designing 

microstructures due to their superior intrinsic 

characteristics such as interconnection, tortuosity, and 

high surface-to-volume ratio. The design space is divided 

into two or more phases, applying the TPMS equation, 

resulting in open, periodic porous structures with smooth 

joints and curvatures. This architecture provided scaffolds 

with a high degree of fluidity and low modulus of elasticity 

in the trabecular bone range [16]. 

The hydraulic permeability can be calculated using 

Darcy's law, which relates the velocity VD of the fluid 

flowing through the sample, represented in the pressure 

gradient, to provide the driving force of the flow [15]: 

 𝑉𝐷 = − 𝑘
𝜌𝑔

𝜂

𝛥ℎ

𝐻
, (7) 

where k is the hydraulic permeability (cm2); η is the 

dynamic viscosity of the fluid (Pa·s); H is the sample 

thickness (cm); ρ is the density of the fluid (g/cm3); 

g = 9.81 m/s2 is the gravitational acceleration; ∆h is the 

height difference corresponding to a pressure drop 

∆P = ρg∆h. 

Table 1 presents examples of triple periodic minimal 

surfaces (TPMS) unit cell designs with different relative 

densities as potential scaffolds for tissue engineering. 

Table 1 – Examples of TPMS unit cell designs with different relative densities as potential scaffolds for tissue engineering 

Porous architecture 

     
Relative density, % 29 29 33 34 38 

Porous architecture 

     
Relative density, % 51 63 66 66 68 
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There are various technologies for the manufacture of 

porous biomaterials. The introduction of new technologies 

for processing frames made it possible to manufacture 

individual porous structures with improved mechanical 

properties (Tables 2–3). A combination of techniques can 

improve the relationship between processing parameters, 

the resulting porous microstructures, and the physical, 

mechanical, and in vitro/in vivo behavior of materials. 

Table 2 – Advantages and disadvantages of methods for  

the manufacture of materials based on hydroxyapatite 

Technological 

method 

Characteristics (properties) of 

porosity 

Research 

results 

Partial  

sintering 

Graduated porosity, low 

interconnection, isotropic 

structure. As an example, the 

porosity size is 65 % 

[6, 18] 

Electro-

spinning 

When combined with RP, it 

can create a complex 

structure, larger pores, 

oriented fibers; smaller pore 

size in conventional 

technologies, low cell 

infiltration, uneven fiber 

distribution 

[6, 19, 

20] 

Use of liquid 

hydrogen/ 

hydrolysis 

High interconnection, 

directional porosity, fully 

open porosity, use of organic 

solvent associated with small 

pore sizes sometimes show 

poor homogeneity of the pore 

structure. Porosity sizes –  

47, 56, 45–55 %; pore sizes – 

1–10, 90–110 μm 

[6, 21] 

The method  

of bubble 

formation 

High porosity, low 

mechanical strength. Porosity 

size – 90 %; pore sizes: 1–10, 

100, 800 μm 

[6, 22, 

23] 

Gel casting Almost reticulate, high 

uniformity, good cohesion 

combined with foaming. 

Porosity – 90 %; pore size: 

20–1000 μm 

[6, 24–

26] 

Rapid 

Prototyping 

(RP) methods 

With the possibility of 

complex shape, the porous 

structure can be customized 

according to the host tissue, 

organic solvents, random 

microporosity. Porosity –  

50–65 %; pore sizes –  

700–900, 200–500 μm 

[6, 27–

31] 

Polymer  

sponge 

replication 

It is possible to create open 

and interdependent cells, 

anisotropic pore structure with 

elongated pores, homogeneity 

of the suspension. Porosity –  

82, 76 %; pore sizes –  

700–950 μm, 750–1100 μm 

[32, 33] 

Table 3 – Manufacturing methods and porosity indices  

for materials made by various methods 

Material 
Manufacturing 

method 
Characteristics 

of porosity 
Research 

results 
Polyamide 

12/HA 
Laser sintering 200–400 μm [34] 

Nanofiber 

Scaffold 

(NFS) 
Electrospinning 

1.5–7.8 μm; 

68–93 % 
[35] 

HA/bioactive 

glass 
Gel casting 

100–400 mm; 

78 % 
[36] 

Β-TCP Replication 
200–750 mm; 

approx. 94 % 
[37] 

HA 3D gel printing 
350х350 μm; 

52 % 
[38] 

 

Rapid prototyping methods allow precise control of 

porosity characteristics. It is interesting to fabricate 

hierarchically porous frameworks using methods for 

fabricating solids of arbitrary shape. The production of 

scaffolds with a stepped pore size distribution was mainly 

performed by this method. Polymers are the most studied 

biomaterials using free-form solid technology. The 

combination of electrospinning with such technologies has 

created nanopores next to macropores. 

In the technique of partial sintering, the mechanisms of 

surface diffusion or evaporation-condensation under high-

temperature exposure can be predominantly triggered in 

the composition of particles. This leads to coarsening of 

the grain/pore without compaction 

The size of the original powders can change the porous 

structure or pore size and morphology, the level of initial 

compaction, and the following sintering parameters, 

including pressure, sintering temperature, and time. 

Microwave sintering and microwave heating can be used 

to process bioceramic powders. Microwave radiation 

saves time, energy, and associated processing costs [6, 18]. 

Electrospinning. In this method, a polymer solution is 

injected from an electrically conductive needle until it 

reaches the manifold. High voltage is applied from the end 

of the die to the manifold, which is fixed away from the 

die. The electric potential applied to the polymer solution 

overcomes the surface tension, and drops (tyloric cone) are 

formed. Polymer jets are ejected from the needle and 

collected on the manifold. This is how a non-woven and 

randomly oriented fibrous polymer network with different 

fiber diameters from 100 nm to several micrometers is 

obtained, depending on the specific polymer solution and 

electrospinning parameters. This method cannot control 

the size of the pores and their location concerning the 

internal channels [6, 19, 20]. 

Porosity using a liquid blowing agent. Here, the 

porogen can be a soluble or insoluble liquid. The resulting 

structure showed well-defined pore connectivity and 

directional and fully open porosity, such as lamellar 

morphology after sintering. 

The size of the porosity can be controlled by changing 

the freezing rate and concentration of the suspensions. The 

change in the porosity content of lyophilized scaffolds was 

also studied by changes in parameters such as particle 
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concentration, the nature of the solvent, and the 

temperature gradient. The study showed that the thickness 

of the HA lamella decreased, and the pore width increased 

with decreasing particle concentration. A decrease in the 

base temperature from –20 °C to –196 °C created a thinner 

lamellar microstructure [6, 21]. 

The bubbling technique is based on mixing the desired 

components and allows the release of gas bubbles. Gel 

casting and foaming techniques have been used to create 

highly porous hydroxyapatite with up to 90% porosity. 

First, a homogeneous suspension of ceramic powder, 

water, and monomer solution (i.e., acrylate monomers and 

methylenebis (acrylamide) monomers) is foamed by 

adding surfactants. Foaming of suspensions occurs in the 

in-situ polymerization of organic monomers. 

Polymerization promoters can be added before shaping. 

Finally, organic additives are removed at temperatures 

above 300 °C, and sintering is carried out to consolidate 

the ceramic frameworks. Porous hydroxyapatite showed 

spherical interconnected cells ranging in size from 20 to 

1000 µm [6, 22, 23]. 

Gel casting - a method of almost pure form, provides 

high homogeneity and strength of raw bodies. Powders, 

organic monomers such as a mixture of methacrylamide 

and N, N'-methylenebis (acrylamide), binders, dispersants, 

and solvents are mixed to form a slurry. Then, a 

crosslinking reaction occurs when an initiator such as 

ammonium persulfate and a catalyst such as N, N, N ', N'-

tetramethylene diamine are added to cause the crude body 

to polymerize in situ. After evaporation of the solvent, the 

polymer binds the powders and retains the desired shape. 

The success of this method depends on the production of 

well-dispersed and highly solid suspensions (up to 

50 vol. %). Dispersant concentration, solids content and 

mixing time are important factors for the successful 

implementation of the method [6, 24–26]. 

Rapid prototyping (RP) or freeform solid specimen 

fabrication techniques are used to fabricate porous 

structures. In RP, the digital representation of an object is 

mathematically broken down into several thin layers. Then 

the layers are built, merged, and form three-dimensional 

objects. Examples of RP processes include 

Stereolithography (STL), Selective Laser Sintering (SLS), 

Fused Deposition Modeling (FDM), and Direct 3D Printer. 

They provide control over the fabrication of frameworks 

with reproducible porosity and specific relationships, 

geometry, orientation, and pore size due to the particular 

spatial features of the scaffolds. Direct RP is related to 

anisotropic shrinkage during manufacturing. To remove 

the limitation of direct RP, indirect freeform solids 

production (SFF)/RP was developed for biomaterials, 

including cast ceramic suspensions. The development of 

molds, casting methods, and mold stripping is an indirect 

RP task. The difference between direct RP and indirect RP 

is that the scaffold is directly produced from biomaterial in 

the first case, while in the second, the scaffolds are cast 

and processed in the RP mold. The SL technique has been 

adapted to manufacture 3D ceramics by adding ceramic 

powders to light-sensitive resins. This technique, ceramic 

stereolithography (CSL), requires the preparation of light-

sensitive ceramic suspensions [6, 27–31]. 

A technique uses polymer foam, which is popular in the 

production of macroporous ceramics and metals. One of 

the most common synthetic polymeric materials, sponges, 

which is consumed is polyurethane. The polymer template 

is moistened several times in a suspension of the 

corresponding powders to impregnate the templates, and 

the residues are drained and removed (squeezing out a 

sponge to get rid of excess suspension). The dried template 

is then heat-treated to decompose the organic sponges 

(pyrolysis). After removing the polymer template, ceramic 

or metal structures are baked at higher temperatures to seal 

the walls of the posts [32, 33]. 

3 Research Methodology 

3.1 Materials 

The chemical formula of hydroxyapatite is 

Ca10(PO4)6(OH)2, and the stoichiometric Ca/P ratio is 

1.67 [39]. Bioceramics based on HA are biocompatible, 

corrosion-resistant, have low toxicity, and have good 

compressive strength [40]. Whereas β-TCP is 

bioabsorbable, and bioresorption occurs due to osteoclast 

activity [41]. An example of porous hydroxyapatite is 

shown in Figure 1 [42]. 

 

Figure 1 – SEM image of interconnected  

porous hydroxyapatite (IP-CHA) 

Almost all pores are interconnected. HA has mechanical 

properties: flexural strength, compressive strength, tensile 

strength, Young's modulus of elasticity, and Vicker's 

modulus. The hardness values of HA ceramics are in the 

range of 38–250, 120–150, and 38–300 MPa; 35–120, and 

3–7 GPa, respectively [43]. 

The mass fraction of hydroxyapatite must be at least 

95 % of the crystalline phases. The mass fraction of CaO 

should be no more than 1 % of the crystalline phases. The 

mass fraction of hydroxyapatite is calculated according to 

the formula: 

𝑀𝐹𝐻𝐴 = 100% − 𝑀𝐹βTCP − 𝑀𝐹αTCP −  𝑀𝐹TTCP − 𝑀𝐹CaO, (8) 

where MFHA – the mass fraction of crystalline HA; 

MFβTCP – a mass fraction of crystalline βTCP; MFαTCP – a 

mass fraction of crystalline αTCP; MFTTCP – a mass 

fraction of crystalline TTCP; MFCaO – a mass fraction of 

crystalline CaO. 
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The mass fraction of any phase is considered zero if its 

value is below the detection threshold [44]. 

A suspension was prepared with a regulated HA 

loading. Used cellulose sponges, which can restore their 

original shape after impregnation and are entirely removed 

at a temperature of about 600 °C. The cellulose sponges 

were round samples with a diameter of 1 cm. 

Hydroxyapatite powder was dissolved in distilled water to 

obtain a suspension. The powder was gradually placed in 

water with stirring for uniform dissolution. Then a 

dispersant in different compositions was added to the 

solution. Three dispersant compositions were applied to 

the hydroxyapatite suspensions. After impregnating the 

slurry, the sponges were dried and heat-treated at 600 °C 

for 1 hour to remove the organic matrix. The sintering was 

carried out at 1200 °C for 1 hour. 

The influence of three factors (sintering rate, stirring 

time, and hydroxyapatite concentration) on the porosity, 

compressive strength, and crystallinity of porous bodies 

was investigated. For evaluating the sintering rate, samples 

1 and 2 were compared. The hydroxyapatite concentration 

and stirring time were kept constant while the sintering rate 

was varied. The sizes and weights of all samples were 

measured before and after heat treatment (Table 4). 

Table 4 – Conditions for obtaining porous HA 

Sample 
Water,  

g 

Concentration  

of HA, wt. % 

Stirring  

time, min 

Sintering 

speed, °C/h 

S1 15.7 44 20 1500 

S2 15.7 44 20 220 

S3 16.7 42 20 220 

S4 16.7 42 4 220 

S5 20.0 38 20 220 

S6 20.0 38 4 220 

3.2 Methods 

As already mentioned, the ingrowth of bone substitutes 

also depends on the porosity of the structure. The 

macroporosity must be large and interdependent for 

ingrowth to occur throughout the entire volume of the 

implant. Porosity affects the rate of resorption of ceramics: 

the larger the number of micropores, the higher the 

dissolution rate. The formula calculates the porosity: 

 𝑃 = 100 (1 −
𝑑𝑟

𝑑𝑡ℎ
), (9) 

where P is the degree of porosity, %; dr – calculated by 

measuring the size and weight of a parallelepiped bone 

substitute with a minimum volume of 2 cm3. The volume 

V of the bone substitute is calculated using the measured 

parameters and then determine dr by the formula: 

 𝑑𝑟 =  
𝑚

𝑉
; (10) 

dth – insurance for formula insurance for a formula: 

 𝑑𝑡ℎ =
𝑑𝐻𝐴𝑃

𝑀𝐹𝐻𝐴
𝑑𝐻𝐴

+𝑑𝛽𝑇𝐶𝑃

𝑀𝐹𝛽𝑇𝐶𝑃

𝑑𝛽𝑇𝐶𝑃

𝑀𝐹𝐻𝐴
𝑑𝐻𝐴

+
𝑀𝐹𝛽𝑇𝐶𝑃

𝑑𝛽𝑇𝐶𝑃

. (11) 

Young's modulus Es of cellular materials is defined as 

follows: 

 𝐸𝑠 =  𝐸𝑏 (
𝑆

𝑏

)
2

, (12) 

where Eb – Young's modulus of the bulk material [26]. 

4 Results and Discussion 

As can be seen from Figure 2 (sample 1) was found to 

have a high average apparent density, compressive 

strength, and Young's modulus, while the average porosity 

was lower. The average compressive strength for sample 1 

was 10 MPa, the average apparent density was 2.03 g/cm3, 

and the average porosity was 35.9 %. It was found 

experimentally that a higher rate of sintering speed leads 

to higher apparent density and high compressive strength. 

 

Figure 2 – Average visible density, compressive strength,  

and porosity of samples 1 and 2 

The effect of the mixing period was evaluated by 

comparing samples 3 and 4, as well as samples 5 and 6. 

The preparation conditions are shown in Table 3, physical 

properties – in Table 5. 

Figure 3 shows a comparison of samples 3, 4, 5, and 6 

in terms of their average apparent density, compressive 

strength, and porosity. Comparing samples 3 and 4 shows 

that an increase in the mixing time increased the 

compressive strength and apparent density but decreased 

the porosity. The same can be done for samples 5 and 6. 

Increasing the mixing time leads to the destruction of 

agglomerates, and the resulting suspension becomes more 

homogeneous. The relationship of these parameters is 

shown graphically in Figure 4 a–c. 

Table 5 – Conditions for preparation of hydroxyapatite and physical properties of porous samples S1, S2, S3, S4, S5 and S6 

Sample Average apparent density, g/cm3 Total porosity, % Compressive strength, MPa Young's modulus, MPa 

S1 2.03 35.9 10 655 

S2 1.69 46.2 4.3 275 

S3 2.08 34.3 10.5 579 

S4 1.81 42.7 6.4 385 

S5 1.60 49.4 3.2 215 

S6 1.27 59.8 1.8 61 
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Figure 3 – Average visible density, compressive strength  

and porosity of samples S3, S4, S5 and S6 

 
a 

 
b 

 
c 

Figure 4 – Dependence of compressive strength, Young's 

modulus, and average apparent density on porosity 

 
a 

 
b 

 
c 

 
d 

Figure 5 – Microphotographs of samples  

3 (a), 4 (b), 5 (c) and 6 (d) 

Figure 5 shows images of samples 3–6. With fewer 

voids shown in Figure 5 a, sample 3 with a longer mixing 

time has lower porosity and higher density than sample 4 

(Figure 5 b). Larger crystal sizes and fewer particle 

boundaries with more uniform particles visible in sample 3 

indicate higher crystallinity. The same results were 

obtained by comparing micrographs of samples 5 and 6, as 

shown in Figures 6 c–d. Increasing the mixing time gives 

a more uniform suspension and increases the crystallinity 

of the porous structure. 
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The effect of the concentration of hydroxylapatite on 

porosity, compressive strength, and crystallinity was 

evaluated; samples 2, 3, and 5 were compared with 

material concentrations of 44, 42, and 38 % by weight, 

respectively. 

 
a 

 
b 

 
c 

Figure 6 – Micrographs of samples: a – 2 samples (44 wt. %);  

b – 3 samples (42 wt. %); c – 5 samples (38 wt. %) 

From the images in Figure 6, with an increase in the 

concentration of hydroxyapatite from 38 to 42 % of the 

mass fraction, the time became more interconnected with 

denser and thicker pore walls, which indicates a higher 

density. 

Glass-ceramic materials were prepared using 

nanostructured BHA (or SCPM) powders and sodium 

borosilicate glass with a weight ratio of 0.46:1. Powder 

mixes for SCP/glass composites were prepared by mixing 

sodium borosilicate glass and SCPM powders 

(Ca10(PO4)6(OH)2, Ca4(PO4)2O and Ca2P2O7) (less than 

160 μm). Samples with a diameter of 3 g and 15 mm were 

prepared by dry pressing under 150 MPa and sintering at 

800 °C for all investigated composites. The resulting SCP 

powder had the composition Ca10(PO4)6(OH)2, β-tribasic 

calcium phosphate (β-TCP, β-Ca3(PO4)2), tetrabasic 

calcium phosphate (TTCP, Ca4(PO4)2O), calcium 

pyrophosphate (CPP, Ca2P2O7). 

Table 6 shows the apparent density of SCP. The 

apparent density is significantly influenced by the particle 

size of the original mixture and the type of calcium 

phosphate. SCP/glass is dominated by open porosity. This 

is due to the launched processes of phase formations in 

synthetic calcium phosphates during sintering, 

accompanied by gas formation, leading to the resulting 

porosity structure. 

Table 6 – Number of pores, solubility, and pH change  

in the material after 48 and 168 hours 

Parameter SCP/glass 

Open porosity 24.1 % 

Closed porosity 10.4 % 

Density 1.75 g/cm3 

рН after 48 h 10.2 

рН after 168 h 9.5 

Solubility after 2 days 0.036 wt. % 

Solubility after 5 days 0.054 wt. % 

 

The apparent density is influenced by both the particle 

size of the feed mixture and the type of calcium phosphate. 

In determining the solubility in vitro, the permeability of 

the porous structure is also essential, which depends, 

instead, on the open porosity, which is effective in 

impregnating the material, and the design of capillary-

porous channels, characterized by high crimp than on the 

porosity in general and the pore structure. The 

permeability of a structure is determined by the coefficient 

of permeability, which affects the rate of mass transfer 

when determining the rate of dissolution in vitro. The 

average diameter of the pore channel, established by 

studying the microstructure and pore size distribution, is 

8.83 μm for SCP/glass. The results obtained in this work 

are consistent with previous studies [45]. 

There are many methods for making porous ceramic 

materials. The pore morphology can be controlled using 

the size of the initial powder and sintering parameters - 

temperature, time, pressure. Studies of various materials 

based on hydroxyapatite have shown that the higher the 

sintering rate of the material powder, the more apparent 

density is formed in the final material, and this leads to a 

higher compressive strength. It was found that increasing 

the mixing time increased the compressive strength and 

apparent density but decreased the porosity, because the 

longer the mixing time leads to the destruction of 

agglomerates, and the slurry becomes more homogeneous. 

There are various technologies for the manufacture of bone 

substitutes (electrospinning and freeze-drying). In milled 

bioceramics, the pore size can be reduced by increasing the 

temperature. 
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5 Conclusions 

The study of the porosity of materials for biomedicine 

has always received considerable attention. Porosity plays 

an essential role in the process of introducing bone 

substitutes. A large and interconnected macroporosity is 

required for bone ingrowth to occur throughout the entire 

volume. Traditional methods generate random pores. New 

technologies for processing scaffolds allow the production 

of porous materials with improved mechanical properties. 

Since the advent of additive manufacturing technologies, 

triple periodic minimal surfaces (TPMS) have served as a 

promising tool for designing microstructures due to their 

superior intrinsic characteristics such as interconnection, 

tortuosity, and high surface-to-volume ratio. 

The use of a liquid blowing agent creates scaffolds with 

lamellar morphology with well-defined pore connectivity. 

The foaming process uses dissolved gas at elevated 

pressure or a chemical that produces gaseous 

decomposition products. Rapid prototyping methods 

provide control over the fabrication of frameworks with 

reproducible porosity and specific relationships, geometry, 

orientation, and pore size. The SCPL method helps 

produce materials with controlled pore sizes and shapes. 

During freeze-drying, there are no harmful solvents, and it 

is possible to clarify the morphology of the frameworks. 

Various parameters can control pore sizes during the 

manufacturing process (temperature, sintering speed, and 

stirring time). Variations in the content of porosity, pore 

size, and shape are possible due to changes in various 

processing parameters (liquid-powder ratio, concentration, 

the composition of the foaming agent in the solution). The 

fast-sintering rate of hydroxyapatite results in higher 

apparent density and high compressive strength. 

Increasing mixing time increases compressive strength and 

apparent density but decreases porosity. Also, an increase 

in the mixing period leads to the destruction of 

agglomerates, and the resulting suspension becomes more 

homogeneous. As the concentration of hydroxyapatite 

increases, the pores become more interconnected with 

denser and thicker pore walls. 
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Abstract. The present study focuses on the rheological properties of polyethylene glycol (PEG) modified, positively 

charged, and negatively charged superparamagnetic iron oxide nanoparticles (SPIONs) at different temperatures. We 

hypothesized that the surface properties of these nanoparticles in the water did not affect their rheological properties. 

These nanoparticles had not the same surface properties as SPIONs-PEG had not to charge on their surface whereas 

positively charged and negatively charged ones with amine and carboxyl groups as their surfaces had positive and 

negative surface charges, respectively. However, their rheological behaviors were not different from each other. The 

comparative rheological study of SPIONs revealed their pseudo-Newtonian behavior. The viscosity of SPIONs 

decreased with the increase in temperature. At low shear rates, the shear stress of SPIONs was independent of rate and 

increased with the increase of rate. Moreover, at high shear rates, the shear stress for PEG-SPIONs was more than those 

for positively charged and negatively charged SPIONs. These measurements also revealed that at high shear rates, the 

shear stress of samples decreased with the increase of temperature. The shear stress of samples decreased with the 

increase of shear strain and the temperature. We also observed that all the samples had the same amount of shear strain 

at each shear stress, which indicated the exact resistance of SPIONs to deformation. Furthermore, the shear modulus 

decreased with time for these nanoparticles. These results suggest that these nanoparticles are promising candidates 

with appropriate properties for fluid processing applications and drug vectors in biomedical applications. 

Keywords: rheology, SPIONs, nanomaterials, surface charge, mechanical engineering.

1 Introduction 

Superparamagnetic iron oxide nanoparticles (SPIONs) 

have been developed for diverse applications such as 

magnetic drug targeting, magnetic hyperthermia, MRI 

contrast agent, and photocatalytic applications. These 

nanoparticles are usually suspended in water. They have 

been studied for biomedical applications [1–5], whereas a 

seed-meditated growth method in a nonhydrolytic 

condition is needed to prepare semiconductor 

nanocomposites for photocatalytic applications [6]. 

The physicochemical and biological properties of 

SPIONs as separated materials or in nanocomposites have 

been widely studied [7–11]. SPIONs exhibit the 

phenomenon of superparamagnetism, which corresponds 

to their magnetization up to their saturation magnetization 

when an external magnetic field is applied. They no longer 

exhibit any residual magnetic interaction when the 

magnetic field is removed. This property is size-dependent 

and generally manifests for nanoparticles with sizes 

smaller than 10 to 20 nm [5]. SPIONs can be targeted to 

the required area through external magnets and show 

interesting physical properties such as 

superparamagnetism, high field irreversibility, high 

saturation field, extra anisotropy contributions, or shifted 

loops after field cooling [12]. 

Two structural configurations are known for 

SPIONs : 1. a magnetic particle core usually made of 

magnetite, Fe3O4, or maghemite, γ-Fe2O3 coated with a 

biocompatible polymer, 2. nanoparticles precipitated 

inside a pore biocompatible polymer [13]. A polymer such 

as polyethylene glycol (PEG) is the best candidate for 

coating of SPIONs as it can reduce the natural reactivity of 

these nanoparticles and maintain their physical properties 

[14]. The coating acts to shield the magnetic particle from 

the surrounding environment and can also be 
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functionalized by attaching carboxyl and amine groups 

[15]. 

For an appropriate photocatalytic performance, iron 

oxides should possess a narrow bandgap value. Several 

techniques improve the photocatalytic performance of iron 

oxide semiconductor systems, such as composite 

heterostructure with narrow/wide bandgap, p-n 

heterojunctions, noble metal loading, plasmonic structure 

[16–18], magnetite nanoparticles can be either n-type or p-

type semiconductors. However, they have the lowest 

resistivity among iron oxides because their bandgap is 

small [19]. 

Rheological properties of the composites of SPIONs 

with polymers were studied previously [11, 20–23]. 

However, the rheological behavior of these nanoparticles 

alone is needed to be investigated. Solubility is an essential 

characteristic of these nanoparticles for their rheological 

analysis. The recent synthesis of SPIONs showed that they 

have high solubility in water [11]. The stability of these 

nanoparticles depends on various factors such as their 

concentration, size, size polydispersity, colloidal 

stabilization efficiency, temperature, and magnetic field 

intensity [24]. 

This report describes the rheological behavior of three 

types of SPIONs at different temperatures. This work aims 

to investigate the rheological behavior of SPIONs coated 

with PEG having no charge on their surface, positively and 

negatively charged SPIONs at 20 °C, 40 °C, and 60 °C. To 

our knowledge, this is the first time that the rheological 

behavior of these nanoparticles is reported. 

2 Research Methodology 

2.1 Chemicals 

We used these chemicals for the synthesis of SPIONs: 

methanol HPLC (ChemLab), acetone (ACS reagent), 

diethylic ether (ACS reagent), dimethylformamide 

anhydrous, n-[3-(trimethoxysilyl)propyl] ethylenediamine 

(TPED), which were purchased from Sigma-Aldrich. 

Diethylene glycol (DEG) and ferrous chloride tetrahydrate 

were purchased from Merck. Ferric chloride was 

purchased from Riedel-de Haën. 1-ethyl-3-(3-dimethyl 

aminopropyl) carbodiimide (EDC) and 

tetramethylammonium hydroxide were purchased from 

TCI Chemicals. 3-(triethoxysilyl)propyl succinic 

anhydride (TEPSA) was purchased from ABCR as 

described previously [10]. 

2.2 Synthesis of iron oxide cores 

Synthesis of iron oxide cores was performed as 

described in our previous work [10]. Briefly, magnetite 

nanoparticles (NPs) were prepared by co-precipitation of 

iron salts in DEG [19] with mixing 8.9 g of ferrous 

chloride tetrahydrate salt and 9.1 ml ferric chloride in DEG 

(250 ml) and heating at 170 °C under a nitrogen 

atmosphere. After 15 min at that temperature, sodium 

hydroxide (15 g) was added, and the solution was stirred 

for 1 h at 170 °C. After cooling the mixture, the magnetic 

particles were isolated from the solution by magnetic 

decantation, and the black precipitate was washed with an 

aqueous solution of nitric acid (200 ml, 1 M). The 

dispersion of magnetite in deionized water was performed, 

and the dispersion was sonicated for 45 minutes and 

centrifuged (16.5 g; 45 min) to remove aggregates [10]. 

2.3 Preparation of nanoparticles 

PEG-modified nanoparticles, TPED-modified 

nanoparticles (positively charged SPIONs), and TEPSA-

modified magnetic nanoparticles (negatively charged 

SPIONs) were prepared as described previously [10, 11].  

For the preparation of PEG-modified nanoparticles, O-

(2-aminoethyl)-O’-methyl-polyethyleneglycol 

(120 mmol; 90 mg) was added to EDC (200 mmol; 38 mg), 

and TEPSA-modified ferrofluid (150 mM in iron; 5 ml) 

was added to the mixture. The pH was then adjusted to 7.5. 

After stirring the mixture for 15h at room temperature, the 

suspension was purified by membrane filtration [10]. 

Preparation of positively charged SPIONs was done 

with grafting N-[3-(trimethoxysilyl)propyl] ethylene-

diamine (TPED) to the nanoparticles by adding TPED to a 

suspension of nanoparticles in nitric acid ([Fe] = 25 mM) 

at 50 °C. The mixture was stirred for 2 h under boiling 

conditions. Then it was cooled to room temperature. In the 

next step, the suspension was purified by membrane 

filtration and centrifuged (16.5 g; 45 minutes) [11]. 

For the preparation of negatively charged SPIONs, the 

suspension of obtained NPs (20 ml; [Fe] 1⁄4 250 mM) was 

diluted with dimethylformamide (50 ml). Then water was 

eliminated under reduced pressure. After adding TEPSA 

(25 mmol; 7.1 ml) to the nanoparticle dispersion in DMF, 

water was added (4.3 ml). The solution of TMAOH (1 M; 

2.5 mmol; 2.5 ml) was prepared at room temperature under 

stirring and heated to 100 °C for 24 h. The magnetic nano-

objects were collected after pouring the suspension in an 

acetone/diethyl ether mixture (50/50). Acetone was used 

for washing the sample, and the precipitate was dispersed 

in water. Membrane filtration (membrane cut-off: 30 kDa) 

was performed. The NPs were then centrifuged (16 500g; 

45 minutes) [11].  

The surface charge measurements of positively charged 

and negatively charged SPIONs were reported in our 

previous work [25]. PEG-modified SPIOs were prepared 

in the current work to neutralize the surface charge of NPs 

in TEPSA-modified ferrofluid [26]. 

2.4 Rheological measurements 

The rheological properties of SPIONs were studied 

using an Anton Paar MCR-302 rheometer. 5 mL of each 

sample in millipore water were prepared. Each sample 

contained 12 mg of magnetite nanoparticles. The 

concentration of SPIONs in water was 0.01 M. This 

concentration of SPIONs was chosen as it was low enough 

to be appropriate for biomedical applications, and the same 

concentration coated with polyethylene glycol was studied 

in our previous work [11]. 4 mL of each prepared sample 

were used for rheology. The rotational mode was applied 

for samples. The torque was measured at different 

temperatures for all the tests [27]. 

2.5 Statistical analysis 

The QtiPlot software was used to determine the mean 

values and standard deviations [7]. The data were checked 

to be statistically significant [28]. The errors were 

calculated with the QtiPlot software. The data were close 

to each other, and the standard deviation values were 

small. The error bars bigger than the expected values were 
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attributed to the presence of polymer in the PEG-SPIONs 

or that of carboxyl at the surface of the neg-SPIONs, which 

could affect the rheological properties of nanoparticles. 

3 Results 

Figure 1 shows the viscosity of SPIONs versus the shear 

rate at 20 °C, 40 °C, and 60 °C. The applied shear rate was 

between 0 and 1000 s–1. 

 

a 

 

b 

 

c 

Figure 1 – Viscosity of SPIONs versus shear rate  

at 20 °C (a), 40 °C (b), and 60 °C (c) 

As shown in Figure 1, the viscosity of SPIONs 

decreased with the increase of temperature by comparison 

of (a), (b), and (c). Moreover, their viscosity - increased 

between 100 and 1000 s–1. Pseudo-Newtonian behavior at 

row shear rate is observed when shear viscosity does not 

change significantly, and it is invariant with the change of 

shear rate [29, 30]. 

Therefore, these nanoparticles showed a pseudo-

Newtonian behavior at a shear rate less than 250 s–1, increasing 

shear viscosity at sufficiently high shear rates. 

Figure 2 shows the change of viscosity of each SPION 

versus shear rate at different temperatures. 

 

a 

 

b 

 

c 

Figure 2 – Dynamic viscosity of PEG-SPIONs, positively 

charged SPIONs, and negatively charged SPIONs versus  

shear rate at 20 °C (a), 40 °C (b), and 60 °C (c) 

As seen in this figure, the viscosity of SPIONs 

decreased with the increase of temperature. Although the 

same expected effect was observed for PEG-SPIONs at 

40 °C and 60 °C in comparison with 20 °C, there was not 

a significant difference between the viscosity of these 

nanoparticles at 40 °C and 60 °C. This may be due to their 

aggregation of PEG-SPIONs at 60 °C. 

The shear stress versus shear rate curves at 20 °C, 

40 °C, and 60 °C are displayed in Figure 3. 

As shown in Figure 3, the shear stress of increased with 

the increase of shear rate. At high shear rates, the shear 

stress for PEG-SPIONs was more than those for positively 

charged and negatively charged SPIONs. At high shear 

rates, the shear stress of samples decreased with the 

increase of temperature. 
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a 

 

b 

 

c 

Figure 3 – Shear stress versus shear rate  

at 20 °C (a), 40 °C (b), and 60 °C (c) 

The size ratio values of positively charged and 

negatively charged SPIONs in nm compared to those of 

PEG-SPIONs measured previously with dynamic light 

scattering (DLS) and transmission electron microscopy 

(TEM) are presented in Table 1. 

Table 1 – The size ratio values of positively charged  

and negatively charged SPIONs in nm compared  

to those of PEG-SPIONs 

Method 
Positively charged 

SPIONs 

Negatively charged 

SPIONs 

DLS 1.6 0.8 

TEM 0.8 1.0 

 

Comparing the results presented in Table 1, a small 

difference was observed in the TEM data for the size ratio 

values of positively and negatively charged SPIONs 

compared to PEG-SPIONs, whereas this difference was 

more for their DLS data. The larger size ratio of positively 

charged SPIONs was reported due to their possible 

aggregation [10]. 

Figure 4 shows torque versus time curves at 20 °C, 

40 °C, and 60 °C. The torque values increased with time 

for SPIONs, as seen in this figure. As the concentration of 

samples was low, their high elasticity caused the increase 

of torque with time. As expected, the torque values 

decreased with the increase of temperature. 

 

a 

 

b 

 

c 

Figure 4 – Torque versus time  

at 20 °C (a), 40 °C (b), and 60 °C (c) 

The shear stress versus shear strain curves of SPIONs 

at 20 °C, 40 °C, and 60 °C are displayed in Figure 5. 

As shown in this figure, the shear stress of samples 

decreased with shear strain and temperature increase. 

However, all the samples had the same amount of shear 

strain at each shear stress. This indicates that the 

nanoparticles were not deformed, and their resistance to 

the deformation was the same, although they had different 

surface properties that we analyzed in our previous works 

[10, 11]. 

Figure 6 shows shear stress versus shear strain curves 

of SPIONs at different temperatures. 
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Figure 5 – Shear stress versus shear strain  

at 20 °C (a), 40 °C (b), and 60 °C (c) 

As shown in Figure 6, less shear stress is required with 

the increase of temperature for the deformation of SPIONs. 

The deformation of PEG-SPIONs at 60 °C is more than 

that at 40 °C, whereas no change was observed for the 

deformation of positively and negatively charged SPIONs 

at these temperatures. This may be due to the surface 

charges of these SPIONs that hinder their deformation 

with the increase of temperature. 

Figure 7 shows the shear modulus versus time of 

SPIONs at 20 °C, 40 °C, and 60 °C. As shown in this 

figure, shear modulus, or the ratio of shear stress to shear 

strain, at a low duration of time (less than 200 s), decreases 

with the increase of temperature. This behavior has been 

reported for metal-based materials previously [31]. The 

trend for SPIONs was not observed at low temperatures in 

this figure, which may be due to the difference in the 

surface properties of these nanoparticles. This can explain 

why different charged SPIONs in comparison with PEG-

SPIONs have different responses to shear stress. 

 

a 

 

b 

 

c 

Figure 6 – Shear stress of PEG-SPIONs, and positively  

at 20 °C (a), 40 °C (b), and 60 °C (c) 

4 Discussion 

Shear modulus was very low for SPIONs, and its values 

decreased with time for all the samples. Moreover, the 

shear modulus was independent of time after 400 s because 

this modulus did not change with time after this duration.  

An important parameter that reflects the material’s 

ability to resist deformation is shear modulus, which is the 

ratio of shear stress to shear strain. Shear modulus 

decreases with time, but it becomes constant after 8 

minutes for all the samples. Moreover, this parameter 

decreases with the increase of temperature. This means 

that the deformation of SPIONs can happen by applying 

less amount of shear stress as the temperature increases. 

The decrease of viscosity with the increase of 

temperature has been previously reported [32]. With the 

increase of temperature, Brownian motion enhances, 

which caused the decreased interaction between the 

nanoparticles. Therefore, the flow resisting force and heat 

resistance in samples decrease. This phenomenon is 

helpful to improve the efficiency of SPIONs as solar 

absorbers at high temperatures [33]. 
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Figure 7 – Shear modulus versus time  

at 20 °C (a), 40 °C (b), and 60 °C (c) 

The rheological behavior of SPIONs depends on their 

physical properties. Their pseudo-Newtonian behavior can 

be affected by the volume, size distribution, and shape of 

the particles. It should be noted that this behavior can also 

depend on the concentration, in proportion to some 

maximum packing fraction partly controlled by the form 

of the particle size distribution [34]. 

According to our previous investigation with dynamic 

light scattering, the average sizes of PEG-SPIONs, 

positively charged and negatively charged SPIONs were 

19.3 ± 0.1 nm, 30.6 ± 0.1 nm, and 15.7 ± 0.2 nm, 

respectively [10]. 

The independence of shear stress from the shear rate at 

low rates for SPIONs corresponds to their yield behavior, 

which is accounted for by their elastic behavior [35]. 

This was reported for iron oxide suspensions in silicone 

oil previously [36]. The identical behavior of SPIONs 

concerning the independence of shear stress from the shear 

rate at low rates indicates that they have the same 

rheological behavior at a constant temperature. 

At high shear rates for a given shear strain, the flow 

stress decreases with increasing temperature. This 

phenomenon is more pronounced at higher strain rates and 

more significant strains and can be attributed to the 

temperature rise generated in the samples because of 

deformation heating [37]. 

The increase of torque with time, as observed in our 

experiments, is due to the elasticity of the samples. [38]. 

More investigation is required to determine the 

viscoelastic properties of SPIONs with oscillatory 

rheology. 

We observed that the shear modulus for SPIONs 

decreased with the increase of temperature. The decrease 

of shear modulus with increased temperature has been 

reported previously for other materials [39][40]. The 

rheological analysis of SPIONs in oscillatory mode will be 

performed in further investigation. 

Another important topic to consider is that the optimal 

surface charge of SPIONs for their diverse applications 

should be close to neutral or slightly negative [41]. 

However, the surface charge affects the zeta potential 

and that, in turn, the zeta potential determines the solution 

stability of these nanoparticles [7, 11]. We seek to improve 

the application of these nanoparticles as future 

semiconductors in solar cell fabrication as similar 

nanoparticles, when prepared with irradiation, could have 

a uniform shape appropriate for this application [42]. The 

next step will be to determine their electrochemical 

properties. As the nanostructure of materials impacts their 

electrical characteristics, it would be necessary to 

investigate the effect of the structure of these nanoparticles 

or other nanoparticles on their physical properties for their 

applications in solar cells [42–45]. 

Previously, some devices' physical and biological 

properties were studied with different methods [46–49]. 

The physicochemical properties of some polymers and 

nanomaterials have also been investigated during recent 

years [50–53]. The rheological properties of some 

biological materials [54–57] will be studied in our 

subsequent investigation. 

The viscosity of blood at 37 °C is around 3 mPa·s. The 

measured viscosity of SPIONs in this study was less than 

that of blood [58, 59]. Therefore, these nanoparticles have 

been appropriate tools to be used in biomedical 

applications. More investigations are required to 

determine the rheological properties of SPIONs in 

oscillatory mode and those of the materials used in these 

devices or conjugation with these nanoparticles. 

5 Conclusions 

The rheological properties of SPIONs dispersed in 

water affect their behavior for their various applications. 

These properties were analyzed and designed to meet the 

requirements of these applications. 

The obtained results indicate that the surface properties 

of SPIONs do not affect their rheological properties at 

different temperatures as three types of SPIONs with 

different surface properties that we reported previously 

showed the same rheological behavior. 
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Some issues are required to be addressed, and among 

these, the viscoelasticity of these nanoparticles is an 

important rheological property and of great interest as their 

viscosity affects the drug delivery output when these 

nanoparticles are used as drug vectors. It is also required 

to proceed with novel functionalizations of SPIONs to 

obtain new nanoparticles with surface modifications that 

can affect their rheological behavior. Progress in this issue 

will allow precise tuning of the properties of these 

nanoparticles for their fluid processing and semiconductor 

applications.
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Abstract. The tool with grooves on its working surface is used to improve the properties of the strengthened layer. 

This allows us to reduce the structure's grain size and increase the thickness of the layer and its hardness. Mineral oil 

and mineral oil with active additives containing polymers are used as a technological medium during friction treatment. 

It is shown that the technological medium used during the friction treatment affects the nature of the residual stresses’ 

distribution. Thus, when using mineral oil with active additives containing polymers, residual compressive stresses are 

more significant in magnitude and depth than when treating mineral oil. The nature of the residual stresses diagram 

depends on the treated surface’ shape. After friction treatment of cylindrical surfaces, the highest compressive stresses 

near the treated surface decreases with depth. And after friction treatment of flat surfaces near the treated surface, the 

compressive stresses are small. They increase with depth, pass through the maximum, and then decrease to the original 

values. The technological medium used during friction treatment affects residual stresses in the grains and in the crystal 

lattice. 

Keywords: friction treatment, residual stresses, fatigue, white layer, nanocrystalline structure, technological 

environment, crystal lattice, grains.

1 Introduction 

The current stage of technical development needs 

increased requirements for the performance of parts. 

Various parts and assemblies work in friction conditions at 

high specific loads, temperatures, a wide range of speeds, 

and exposure to aggressive mediums. Often several factors 

influence at the same time. 

The condition of the surface layer is an essential factor 

that determines the performance of the product because the 

destruction of parts begins from its surface. This leads to a 

decrease in the efficiency and failure of parts due to the 

processes that take place in the surface layers of parts 

during operation – friction and wear, plastic deformation, 

the development of microcracks, and redistribution of 

residual stresses. The reliability of the parts is directly 

related to the surface layer’s quality and is characterized 

by geometrical, physical, and mechanical properties. 

Geometric parameters are determined by the roughness 

and waviness of the surface and depend on the quality of 

surface treatment. The properties of materials depend on 

the chemical composition and structure of the materials. 

The relationship between the surface layer's quality 

characteristics with the parts' performance properties 

shows that the treated surface must have high hardness, 

residual compressive stresses, fine structure, etc. 

2 Literature Review 

Fatigue damage is one of the most common types of 

metal structures’ destruction. Fatigue phenomena occur 

during the cyclic loading of parts. The material is affected 

by oscillating stresses and strains, which lead to 

destruction (failure) due to the accumulation of damage 

[1]. Fatigue failure is considered the interaction between 

the metal parts' microstructure, deformations, and 

mechanical state, especially the surface layer [2]. 

Avoidance or delay of the parts’ damages affected by 

cyclic loads is an important issue that should be resolved 

at the design and manufacture of machine parts [1, 2]. 

Various technological methods improve the quality of 

surface layers and increase the durability and reliability of 

machine parts in operation [3–6]. All these technological 

processes contribute to the formation of high-quality 

strengthened layers, which slow down the formation and 

propagation of fatigue cracks. For ensuring appropriate 
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operating conditions of products and their reliability, it is 

necessary to study the stresses that occur during the 

operation of parts, especially in the surface layers [7, 8]. 

Stresses formed in the parts’ surface layers during 

processing significantly affect the performance properties 

of parts [9]. 

The technological processes are required, du to improve 

parts' performance properties Such methods include 

processing methods using highly concentrated energy 

sources [10, 11]. 

The application of technologies for machine parts’ 

surface strengthening (hardening) by using highly 

concentrated energy flows leads to the formation the 

complex temperature-phase transformations in the surface 

layers of the metal. The surface layer is heated at high 

speeds to temperatures above the point of phase 

transformation, and after the removal of the thermal energy 

source is its subsequent rapid cooling in extreme 

conditions. As a result, the structure, physical-mechanical 

and electrochemical characteristics of the metal change in 

the surface layers significantly affect the machine parts’ 

performance during operation [10, 12]. 

Residual stresses that occur in the parts’ surface layers 

during their manufacturing process significantly affect 

their performance during operation. They are among the 

most critical indicators of the parts’ surface layers quality. 

Thus, the residual compressive stresses in the machine 

parts’ surface layers increase their resistance to fatigue 

failure, and the tensile, on the contrary – decreases [13, 

14]. Knowing the patterns of the 1st kind residual stresses 

formation can predict and The formation of the someone 

or other residual stresses plot in the surface layers of the 

metal depends on the processing conditions, the applied 

technological medium, the physical and mechanical 

properties of the processed material. 

The work aims to study the influence of the 

technological medium on residual stresses formed during 

the friction treatment production operation of samples’ 

cylindrical and flat surfaces. 

3 Research Methodology 

Friction treatment refers to surface strengthening 

(hardening) methods using highly concentrated energy 

flows. This flow of energy is created by the friction of the 

tool disk on the workpiece. At the same time, there is a 

simultaneous high-speed shear deformation. The heating 

rate reaches 5.0·105–1.5·106 K/s. The surface layers of the 

metal are heated to temperatures above the point of phase 

transformation (Ас3), cooling occurs at high speeds 

(5.0·105–1.5·106 K/s) due to heat dissipation into the part 

[17]. And the nonequilibrium state of the metal is obtained. 

The carbon content in martensite is much higher than the 

concentration corresponding to the point of martensitic 

transformation. The strengthened white layer with a 

nanocrystalline structure is formed in the machine parts’ 

surface layer [18]. 

During the friction treatment, the technological medium 

is fed into the tool and part contact area. Hydrocarbons are 

mainly used as a technological medium. The technological 

medium decomposes into constituent chemical elements 

(e.g., carbon and hydrogen), which diffuse into the surface 

strengthened layer. 

Friction treatment of sample’ cylindrical surfaces was 

performed on an upgraded lathe, where instead of a tool 

holder, a particular device with the autonomous drive for 

rotation of the tool was mounted. Friction treatment of 

sample’ flat surfaces was performed on an upgraded 

grinding machine, increasing the tool’s rotation speed. On 

both machines, the tool’ rotation speed was 70 m/s. A 

metal disk made of stainless steel is used as a tool. The tool 

has transverse grooves on the working surface. Mineral oil 

and mineral oil with active additives containing polymers 

were used as the technological medium. 

Metallographic analysis showed that after friction 

treatment of samples of Steel C45 (quench hardening and 

low-temperature tempering) using as a technological 

medium mineral oil, a surface strengthened (hardened) 

layer with a nanocrystalline structure with the thickness of 

110–130 μm is formed. The microhardness of the 

strengthened layer was Н = 6.5–6.8 GPa and the hardness 

of the base metal – Н = 2.1–2.3 GPa. When used mineral 

oil with active additives containing polymers as a 

technological medium, the thickness of the strengthened 

layer increased to 190-220 μm. The microhardness also 

increased to Н = 8.6 GPa. 

X-ray analysis showed that the grain size of the surface 

strengthened layer was 20–40 nm near the surface with a 

smooth transition to the depth to the structure of the base 

(source) material. The structure of the obtained 

strengthened surface layer after friction treatment refers to 

nanocrystalline. 

The first kind of residual stresses, which are formed in 

the surface layers after friction treatment, were determined 

by changes in the deflection of the sample during layer-by-

layer removal of metal from half of the sample during its 

electrochemical etching. This disrupts the load balance in 

opposite parts of the sample, and it bends to restore 

balance. This principle is the basis for measuring the 

residual stresses of the first kind by this method. Load 

balance is changed in opposite parts of the sample, and it 

is bent to restore the balance. This principle is the basis for 

measuring the first kind of residual stresses by this method.  

The obtained deformations determined residual 

stresses. Residual stresses were determined on the 

cylindrical samples with a diameter of 20 mm and a length 

of 150 mm, and on the flat samples with a size of 

620150 mm. Electrochemical etching and measurement 

of deflections of the samples were performed on a 

particular device (Fig. 1). The test samples were placed in 

the bath on special supports, which provided their free 

deflection during electrochemical etching. The electrolyte 

must fill the test sample to half its thickness. The electrode 

was placed under the sample, which corresponded to the 

shape of the test sample. Strain gauges (FKPA-20-200 

type) were glued to the samples on one side. Before the 

measurement, the strain gauges were calibrated by loading 

the samples, mounted on two supports, and a calibration 

curve was constructed. Using electrochemical etching to 
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remove thin layers sequentially 1, 2, …, n on one side of 

the sample, and on the opposite side – measured the 

deformation value using calibration graphs. For ensuring 

the etching of only one part of the sample, its sides and top 

were covered by waterproof varnish. Anodic etching was 

performed at the current density of 5 A/dm2 at a constant 

rate. During etching, the electrolyte was mixed, and the 

samples were standing without etching before measuring 

the deformation, as the temperature that occurs at the 

metal – medium boundary can add errors. 

 

Figure 1 – Scheme of the particular device for determining the 

first kind residual stresses: 1 – bath; 2 – test sample; 

3 – compensating sample; 4 – electrolyte; 5 – mixer; 6 – strain 

gauges; 7 – thermometer; 8 – bath. 

The axial residual stresses that occur in the flat sample 

after the deformations determined friction treatment 

according to the formula: 
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where E  – modulus of elasticity, MPa; l – sample 

length, m; h – sample height, m; i – the thickness of the 

etched layer at the i-th stage, m; fi – deflection of the 

sample, m. 

When determining the first kind of residual stresses, it 

was assumed that they are constant along the sample 

length. 

The axial residual stresses were determined by the 

deformations that occur in the cylindrical sample, 

according to the formula: 
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i – the thickness of the i-th layer (і = 1, 2, 3...n); 

i ci
l r y = −  – the distance from the center of gravity to the 

lower fiber after removing the layer whose thickness is 

equal i; ci
y  – displacement of the section’ center of 

gravity relative to the axis of the rod after removal of the 

layer, the thickness of which is equal i: 
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i
I   – the rod’ cross-sectional area after removing the 

layer, the thickness of which is equal i: 
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i
F  – the rod’ cross-sectional area after removing the 

layer, the thickness of which is equal i: 
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The parabolic approximation method was used to 

calculate the derivative 

`

e

i

d

d




 in the equation. 

Residual stresses that occur in flat samples were 

calculated according to the formula: 
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Parabola formulas were used to determine the 

derivative ( )i

df
a

da
. Then, 
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This formula is valid for all values of 
i
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where E  – modulus of elasticity, MPa; l – sample 

length, m; h – sample height, m; i – the thickness of the 

etched layer at the i-th stage, m; fi – deflection of the 

sample, m. 

4 Results 

Studies have shown that the applied technological 

medium significantly affects the nature of the 1st kind 

residual stresses redistribution during friction treatment. 

Thus, when strengthening (hardening) the samples’ flat 

surfaces of Steel C45 (quench hardening and low-

temperature tempering), there are residual compressive 

stresses (Fig. 2). When using mineral oil with active 

additives containing polymers, they extend to a greater 

depth and are more significant in magnitude than the 

stresses obtained during strengthening with mineral oil. 

Their value is small near the surface, but with increasing 

depth, the stresses increase, pass through the maximum 

and decrease. The same pattern is observed in the 

strengthening samples of Steel CT80 after quench 

hardening and low or high-temperature tempering (Fig. 3). 

The highest stresses occur on the samples after quench 

hardening and low-temperature tempering, slightly less 

after friction treatment of the samples after quench 

hardening and high-temperature tempering. Notably, the 

residual stress magnitude is influenced by the structural 

state of the source metal, but the nature of their distribution 

is almost the same. 

During friction treatment using the mineral oil with 

active additives containing polymers as the technological 

medium, it is destroyed, and hydrogen is intensively 

evolved as a component of hydrocarbons and polymers. 

Hydrogen plasticizes the metal’s surface layer, the shear 

and impact deformations extend to greater depths than 

when strengthened by using mineral oil as the 

technological medium. Therefore, the residual stress 

increases in magnitude and depth. 

 

Figure 2 – The first kind of residual stresses obtained on  

Steel C45 (quench hardening and high-temperature tempering – 

1, 2), (quench hardening and low-temperature tempering – 3, 4) 

after friction treatment: 1, 3 – with mineral oil; 2, 4 – with 

mineral oil with active additives containing polymers 

 

Figure 3 – The first kind of residual stresses obtained on 

Steel CT80 (quench hardening and low-temperature tempering) 

after friction treatment: 1 – with mineral oil; 2 – with mineral 

oil with active additives containing polymers 
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The nature of the change in residual stresses obtained 

on cylindrical samples is different from the change in 

residual stresses obtained after the strengthening of flat 

samples (Fig. 4). Thus, after friction treatment of samples 

made of Steel C45 (quench hardening and low-

temperature tempering), using the mineral oil with active 

additives containing polymers as the technological 

medium, the residual stresses are most significant near the 

treated surface. With increasing depth, the stresses 

decrease. The depth of compression stresses is greater than 

the thickness of the strengthened layer. Compression 

stresses are observed near the surface, which then turns 

into tensile stresses. This transition is located outside the 

white layer on the base metal. After treatment using 

mineral oil as a process medium, the residual stresses are 

smaller in value and depth than after treatment with 

mineral oil with active additives containing polymers, but 

the nature of the stress distribution is similar. 

 

Figure 4 –The first kind of residual stresses obtained on Steel 

C45 (quench hardening and low-temperature tempering) after 

friction treatment: 1 – with mineral oil; 2 – with mineral oil 

with active additives containing polymers; 3 – with mineral oil 

and stand of 1,5 years. 

For determining the effect of the stand on the change in 

residual stresses, the strengthened samples were stand in 

the laboratory for 1.5 years. After research, it was found 

that the stand leads to a slight change in residual stresses, 

the nature of their distribution is preserved. This allows us 

to conclude about the high stability of the stress state of the 

strengthened white layers with a nanocrystalline structure. 

The 1st kind of residual stresses obtained on flat 

surfaces are significantly different from the stresses 

formed after the frictional treatment of cylindrical 

surfaces. On the samples’ cylindrical surfaces near the 

treated surface, maximum compressive stresses are 

formed, which decrease with depth. After frictional 

treatment of the samples’ flat surfaces, the nature of the 

stress distribution is different. Near the treated surface, the 

value of residual stresses is small. With increasing depth, 

they increase, pass through the maximum, and gradually 

decrease. The geometric parameters of flat and cylindrical 

surfaces affect the nature of the 1st kind of residual stresses 

distribution during frictional treatment. 

Frictional treatment refers to methods of obtaining 

strengthened surface layers with a nanocrystalline 

structure. Nanocrystallization consists of creating a large 

number of defects and the demarcation boundary in the 

surface layer, which are needed for the transition to a 

structure with nanometric crystal sizes. The necessary 

conditions for forming the nanocrystalline layer are the 

provision of high temperatures and stresses in the contact 

zone. During friction treatment, by using the tool with a 

discontinuous working surface in the contact area of the 

tool and part occur the thermoplastic deformation of the 

treated surface and with heating above the point of phase 

transformations, cycling of temperatures with high-speed 

cooling, also shock loads form the nanocrystalline 

structure. The rate of heating and cooling is 103-104 times 

higher than with ordinary quench hardening. 

During normal quench hardening, a non-equilibrium 

state of the metal and the corresponding structure are 

formed, and during high-speed cooling, the time for the 

formation of such structures and phases is insufficient. As 

a result, a state is formed, and the individual phases do not 

have time to separate from the solid solution, or this 

separation has not yet been finished. At a high cooling rate 

of the heated iron is fixed -phase, carbon does not have 

time to stand out in the form of cementite formations and 

remains in solution or partially passes into the tetrahedral 

pores of Fe, and as a result, the martensite is forming. The 

carbon content in martensite is much higher than the 

concentration corresponding to the point of martensitic 

transformation. 

The interaction of grains with each other forms residual 

micro stresses. The action of external load forms unequal 

deformation of neighboring grains due to their arbitrary 

orientation and anisotropy. 

The study of the technological medium influence during 

friction treatment on the value of residual micro stresses 

that occur in grains and crystal lattices was performed on 

samples made of Steel C45 (quench hardening and low-

temperature tempering). Residual micro stresses between 

grains or crystallites occur due to differences in the 

microstructure of the material, the presence of different 

phases or components that have different coefficients of 

thermal expansion between the phases. Residual 

microstresses in the metal’ crystal lattices are determined 

by coherence at the demarcation boundary, the presence of 

various dislocations, lattices defects, dissolved atoms, etc., 

which cause deformation and stress. 

During the friction treatment, the grains of the surface’ 

layer structures sharply decrease to nano-size near the 

treated surface. With the depth of the layer, the grain size 

increases to the size of the main structure. The use of 

different technological mediums during friction treatment 
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causes various micro distortions in the white layer. Thus, 

in the white layer obtained on Steel C45 (quench hardening 

and low-temperature tempering), the most considerable 

micro distortions occur during friction treatment using a 

technological medium mineral oil with active additives 

containing polymers (Fig. 5). After treatment with mineral 

oil, the stresses are slightly lower. When strengthened 

using mineral oil, the micro stresses are not much smaller 

in magnitude than when strengthened using mineral oil 

with active additives containing polymers but uniform in 

depth. At depths greater than 100 μm, they begin to 

decrease towards the initial. Their most considerable value 

is observed near the surface, at a depth of more than 60 μm. 

They are close to the initial. 

 

Figure 5 – Changing the width of the diffraction line (220) on 

Steel C45 (quench hardening and low-temperature tempering) 

after friction treatment: 1 – with mineral oil; 2 – with mineral 

oil with active additives containing polymers 

In the process of friction treatment in the contact zone 

of the tool and part under the action of high temperatures 

and stresses is the decomposition of the technological 

medium into constituent chemical elements that diffuse 

into the surface layer. Carbon diffuses into the surface 

layers, especially during treatment with mineral oil with 

active additives containing polymers. After friction 

treatment in the strengthened layer, there is an increased 

density of dislocations, which on Steel C45 is near the 

surface of 1.2·1012 cm–2, and with the depth of the layer 

decreases to the initial level. 

The influence of the technological medium on the 

residual stresses in the crystal lattice has different effects. 

Near the treated surface, the technological medium has 

almost no effect on the distortion of the crystal lattice of 

the white layer (Fig. 6). With increasing depth of the layer, 

the stresses in the lattice after friction treatment by using 

the mineral oil with active additives containing polymers, 

first increase, pass through the maximum, and then 

decrease. After strengthening by using the mineral oil, the 

most significant stresses are near the treated surface, and 

the depth of the layer gradually decreases. 

 

Figure 6 – Distortions of the crystal lattice obtained on Steel 

C45 (quench hardening and low-temperature tempering) after 

friction treatment: 1 – with mineral oil; 2 – with mineral oil 

with active additives containing polymers 

Residual stresses are one of the main factors 

determining the engineering properties of the machined 

surfaces of machine parts. They should be taken into 

account when designing and manufacturing various 

products that are operated under cyclical loads. Although 

there are many technological methods of processing and 

strengthening machine parts’ working surfaces, 

developing new processing methods provides a given 

redistribution of residual stresses. 

5 Conclusions 

After friction treatment of samples of Steel C45 (quench 

hardening and low-temperature tempering) using the 

mineral oil as a technological medium, a surface 

strengthened layer with a nanocrystalline structure with a 

thickness of 110-130 μm is formed. The microhardness of 

the strengthened layer was 7.6 GPa at a hardness of the 

base metal of 5.1 GPa. When used as a technological 

medium of mineral oil with active additives containing 

polymers, the thickness of the strengthened layer increased 

to 190–220 μm and the microhardness to 8.6 GPa. 

The use of mineral oil with polymer-containing 

additives as a technological medium for frictional 

treatment increases the magnitude and depth of residual 

compressive stresses. 
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The formation of residual stresses is influenced 

significantly by phase and structural transformations that 

occur in the surface layers of the metal during the 

formation of strengthened white layers with 

nanocrystalline structures due to high-speed heating and 

cooling during friction treatment. 

References 

1. Pineau, A., McDowell, D.L., Busso, E.P., Antolovich S.D. (2016). Failure of metals II: Fatigue, Acta Materialia, Vol. 107, 

pp. 484–507, https://doi.org/10.1016/j.actamat.2015.05.050 

2. Santecchia, E., Hamouda, A. M. S., Musharavati, F., Zalnezhad, E., Cabibbo, M., El Mehtedi, M., Spigarelli S. (2016). A Review 

on Fatigue Life Prediction Methods for Metals. Advances in Materials Science and Engineering, 9573524, 

https://doi.org/10.1155/2016/9573524 

3. Ropyak, L.Y., Pryhorovska, T.O., Levchuk, K.H. (2020). Analysis of materials and modern technologies for PDC drill bit 

manufacturing. Progress in Physics of Metals, Vol. 21 (2), pp. 274–301, https://doi.org/10.15407/ufm.21.02.274 

4. Prysyazhnyuk, P., Lutsak, D., Shlapak, L., Aulin, V., Lutsak, L., Borushchak, L., Shihab, T.A. (2018). Development of the 

composite material and coatings based on niobium carbide. Eastern-European Journal of Enterprise Technologies, Vol. 6(12-96), 

pp. 43–49, https://doi.org/10.15587/1729-4061.2018.150807 

5. Shatskyi, I.P., Perepichka, V.V., Ropyak, L.Y. (2020). On the influence of facing on strength of solids with surface defects. 

Metallofizika i Noveishie Tekhnologii, Vol. 42(1), pp. 69–76, https://doi.org/10.15407/mfint.42.01.0069 

6. Kalchenko, V.V., Yeroshenko, A.M., Boyko, S.V., Ignatenko, P.L. (2020). Development and research of thermoplastic methods 

for hardening details, Naukovyi Visnyk Natsionalnoho Hirnychoho Universytetu, Vol. 2, pp. 53–60, 

https://doi.org/10.33271/nvngu/2020-2/053 

7. Shatskyi, I.P., Ropyak, L.Y., Makoviichuk, M.V. (2016). Strength optimization of a two-layer coating for the particular local 

loading conditions. Strength of Materials, Vol. 48 (5), pp. 726–730, https://doi.org/10.1007/s11223-016-9817-5 

8. Ropyak, L.Ya., Shatskyi, I.P., Makoviichuk, M.V. (2019). Analysis of interaction of thin coating with an abrasive using one-

dimensional model. Metallofizika i Noveishie Tekhnologii, Vol. 41(5), pp. 647–654, https://doi.org/10.15407/mfint.41.05.0647 

9. Hizli, H., Gür C.H. (2018). Comparison of Nondestructive Stress Measurement Techniques for Determination of Residual Stresses 

in the Heat Treated Steels. Materials Research Proceedings, Vol. 6, pр. 165–170, http://dx.doi.org/10.21741/9781945291890-26 

10. Narayanan, A., Mostafavi, M., Pavier, M., Peel M. (2018). Development of Residual Stresses During Laser Cladding. Materials 

Research Proceedings 6, pp. 39-44, http://dx.doi.org/10.21741/9781945291890-7 

11. Sakaida, Y., Sasaki, Y., Owashi H. (2018). Influence of Surface Pretreatment on Residual Stress Field of Heat-Treated Steel 

Induced by Laser Local Quenching. Materials Research Proceedings, Vol. 6, pp. 177–182. 

http://dx.doi.org/10.21741/9781945291890-28 

12. Hurey I., Hurey T., Lanets O., Dmyterko P. (2021). The Durability of the Nanocrystalline Hardened Layer During the Fretting 

Wear . Advances in Design, Simulation and Manufacturing IV, pp. 23–32, https://doi.org/10.1007/978-3-030-77823-1_3 

13. Burley, M., Campbell, J.E., Reiff-Musgrove, R., Dean, J., Clyne T.W. (2021). The Effect of Residual Stresses on Stress–Strain 

Curves Obtained via Profilometry-Based Inverse Finite Element Method Indentation Plastometry. Adv. Eng. Mater., Vol. 23, 

2001478, https://doi.org/10.1002/adem.202001478 

14. Withers, P.J. (2007). Residual stress and its role in failure. Rep. Prog. Phys., Vol. 70, pp. 2211–2264, https://doi.org/10.1088/0034-

4885/70/12/R04 

15. Development and applications of residual stress measurements using neutron beams. (2014). Vienna : International Atomic Energy 

Agency. 

16. Fardan, A., Berndt, C.C., Ahmed R. (2021). Numerical modelling of particle impact and residual stresses in cold sprayed coatings: 

A review. Surface and Coatings Technology, Vol. 409, 126835, https://doi.org/10.1016/j.surfcoat.2021.126835 

17. Gurey V., Shynkarenko H., Kuzio I. (2021). Mathematical model of the thermoelasticity of the surface layer of parts during 

discontinuous friction treatment. Advanced in Design, Simulation and Manufacturing IV, Vol. 2, pp. 12–22, 

https://doi.org/10.1007/978-3-030-77823-1_2 

18. Kyryliv V.I., Gurey V.I., Maksymiv O.V., Hurey I.V., Kulyk Yu.O. (2021). The influence of the deformation mode on the force 

conditions of the formation of the surface nanostructure of steel 40H. Physico-chemical mechanics of materials, Vol. 3, pp. 126–

131. 

https://doi.org/10.1016/j.actamat.2015.05.050
https://doi.org/10.1155/2016/9573524
https://doi.org/10.15407/ufm.21.02.274
https://doi.org/10.15587/1729-4061.2018.150807
https://doi.org/10.15407/mfint.42.01.0069
https://doi.org/10.33271/nvngu/2020-2/053
https://doi.org/10.1007/s11223-016-9817-5
https://doi.org/10.15407/mfint.41.05.0647
http://dx.doi.org/10.21741/9781945291890-26
http://dx.doi.org/10.21741/9781945291890-7
http://dx.doi.org/10.21741/9781945291890-28
https://doi.org/10.1007/978-3-030-77823-1_3
https://doi.org/10.1002/adem.202001478
https://doi.org/10.1088/0034-4885/70/12/R04
https://doi.org/10.1088/0034-4885/70/12/R04
https://doi.org/10.1016/j.surfcoat.2021.126835
https://doi.org/10.1007/978-3-030-77823-1_2


 

Journal of Engineering Sciences, Volume 8, Issue 1 (2021), pp. C45–C49 C45 

 

JOURNAL OF ENGINEERING SCIENCES 

Volume 8, Issue 1 (2021) 

 

Povstyanoy O., MacMillan A. (2021). Mechatronic system’s permeable materials with controlled 

porosity. Journal of Engineering Sciences, Vol. 8(1), pp. C45–C49, doi: 

10.21272/jes.2021.8(1).c6  

Mechatronic System’s Permeable Materials with Controlled Porosity 

Povstyanoy O.1[0000-0002-1416-225X], MacMillan A.2[0000-0003-4191-096X] 

1 Lutsk National Technical University, 75, Lvivska St., 43018, Lusk, Ukraine;  
2 Institution of Mechanical Engineers, 1, Birdcage Walk, London, UK 

Article info: 

Received: 

The final version received: 

Accepted for publication: 

 

April 2, 2021 

June 19, 2021 

June 23, 2021 

*Corresponding email: 

povstjanoj@ukr.net 

Abstract. Up-to-date directions in the development of modern industry increase the requirements for the quality of 

technical products. The design and manufacture of competitive process equipment require accuracy, productivity, and 

efficiency. Therefore, in this article, a new mechatronic system has been designed and developed to help porous, 

permeable materials with predicted porosity have been produced. The research aims to develop a mechatronic system 

for technology optimization in manufacturing permeable porous materials with controlled properties. As a result, the 

method of computer modeling of porous, permeable materials was developed. It allows us to consider the peculiarities 

of porosity distribution and radial velocity in radial isostatic compression. Additionally, a new mechatronic system for 

producing permeable materials allows us to determine the porosity distribution and particular characteristics of 

permeable powder material. The proposed approach allows us to evaluate the impact of technological modes on the 

main operational characteristics. 

Keywords: mechatronic system, porous permeable materials, radial isostatic pressing, industrial wastes, parametric 

design, modeling, porosity, permeability, manufacturing.

1 Introduction 

Industrial development of the technology industry of 

any industrialized country is impossible without modern 

mechatronic systems and automation of production. This 

system is flexible during exploitation, as it allows you to 

make porous materials of different shapes and sizes by 

changing the process equipment. The formation of the 

desired structure of porous products is carried out by 

radial-isostatic pressing. The existence of traditional 

technology makes it possible to get new porous permeable 

materials (PPM). Nevertheless, it is necessary to predict 

and control the parameters of their structure in the process 

of manufacturing, which include: granulometric 

composition of the charge, the shape of particles, the 

density of the molded workpiece, the quality of the 

contacts, shaping, porosity, density and their volume of 

distribution. Today, the development and modeling with 

using computer-information technologies, mechatronics, 

and automation of production enable us effectively 

improve traditional technological processes, introduce 

low-waste production, improve the quality of 

manufactured products, save energy, improve production 

culture and be able to produce porous permeable materials, 

with controlled porosity and appropriate sizes [1, 2]. 

Current problems of creating porous technologies are 

solved due to computer modeling, automation, and modern 

computer-aided drafting (CAD) systems, which allow 

optimizing the technology in obtaining porous permeable 

materials. 

2 Literature Review 

The progress and success of creating new porous 

permeable materials is ensured by improving existing or 

developing new methods of obtaining them according to 

the domestic and foreign experience of recent decades 

[3, 4]. 

However, prediction, optimization, and modeling in 

powder metallurgy require further improvement of 

theoretical concepts and their implementation in 

qualitative methods and algorithms, which are realized 

with the help of modern computer information 

technologies. 

Today, the optimization of technological processes for 

obtaining PPM with controlled porosity is solved based on 

mechatronic systems using computer simulation. This is 
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due to the significant development of theoretical ideas and 

considerations in the behavior of the source material 

(powder) in its processing and use. 

Modeling regularities of forming of structure and 

properties of materials depend on the geometrical factors 

of the powder particles [5–9]. 

Literature review of the processing of metal-containing 

waste products showed a sufficiently large number of 

technologies for obtaining powder from sludge waste of 

tool and bearing steels using mechatronic systems [10, 11]. 

The research aims to develop a mechatronic system for 

technology optimization in manufacturing permeable 

porous materials with controlled properties. 

3 Research Methodology 

3.1 A method for obtaining porous permeable 

materials 

For obtaining porous materials with high permeability, 

it is necessary to use powders with large particle sizes. It 

is necessary to use powders of small particle sizes to obtain 

the high fineness of cleaning. These contradictions lead to 

the need to find new technological techniques, automated 

tools, and computer modeling methods to create such 

structures of porous materials that provide the best 

possible combination of operational characteristics [12]. 

For receiving filtering PPMs, a new installation was 

designed and manufactured. This device is used for 

pressing the sealing materials of various kinds: metallic 

and ceramic powders, graphite, fibers, wire, and wire mesh 

(Fig. 1). 

 

Figure 1 – Photo of the considered device 

To expand the range of porous powder products, save 

raw materials, and reduce expenditures for production, a 

solid elastic insert (Fig. 2) can be made by forming a set of 

inner folded inserts [13]. This allows us to get products 

with a broader range of sizes and improve the technology 

and the culture of pressing. 

 

Figure 2 – Scheme of pressing using an elastic insert  

formed in a set of inner folded inserts 

PPMs made with the help of this installation (Fig. 1) 

meet modern requirements as to the quality of products for 

this kind. 

In the developed object-oriented Computer-aided 

design (CAD), the parameterization mechanism is 

implemented by the use of the parametric drawing and 

modeling system Pro/ENGINEER, which became the 

basis for the development of a system for modeling the 

parametric design of installations for the dry radial-

isostatic pressing (Fig. 3). 

 

Figure 3 – Design scheme of the developed mechatronic system 

One of the essential aspects of the installation design for 

dry radial isostatic pressing of porous permeable materials 

is calculating the forces and voltage in detail (Fig. 4). 

Modern materials processing technology for pressure 

and powder metallurgy is required to obtain a wide range 

of products. 

One of the essential aspects of the installation design for 

dry radial isostatic pressing of porous permeable materials 

is calculating the forces and voltage in detail (Fig. 5). 
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a 

 
b 

Figure 4 – System of calculation of forces and voltage in details 

of the design of the installation model for dry radial isostatic 

pressing of porous permeable materials based (а) and modeling 

of powder filling process in the form of radial isostatic pressing 

(b) by using Pro/ENGINEER 

 

a 

 
b 

Figure 5 – The curves of radial (a) and tangential (b) stresses 

variation on the thickness of the isostatic cylinder for pressing 

The progress in powder metallurgy and the treatment of 

materials by pressure is mainly determined by improving 

pressing processes. They relate to the main phase of 

production and determine the size, shape, range, power 

consumption, and effect on properties of the finished 

product essentially. 

Developed and existing technologies do not solve 

manufacturing PPM products with the optimal 

combination of structural characteristics and physical and 

chemical properties. It is essential to control the quality of 

products, mechanize and automate the pressing, 

equipment, and tools processes by predicting their 

properties at the initial stage of formation. 

Using the ABAQUS software, a reliable porosity model 

has been developed (Fig. 6). 

 

Figure 6 – The porosity model 

4 Results and Discussion 

The exact particle size distribution of the source 

powders makes it possible to adequately predict the future 

structure and properties of the finished PPM due to the 

logical relationship: the source material – structure – 

properties (Fig. 7). 

 

Figure 7 – Variant of filling a two-dimensional the hopper  

by balls of appropriate size 
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The modeling of the porous structure of a specific 

multilayered PPM from a steel powder BBS15 was carried 

out in the MatLab application package. According to the 

described methodology, software was developed in the 

programming language C++ (“FiltrN” program), which 

allowed modeling the process of radial isostatic pressing 

with given porosity of the PPM [3]. The initial parameters 

of the technological process of the mechatronic system for 

modeling the corresponding structure of the PPM are as 

follows: the inner diameter of the PPM – 40 mm, the outer 

diameter – 80 mm (Fig. 8). 

 

Figure 8 – Multilayer PPM made of the steel powder BBS15 

Ø40×220 mm using the radial isostatic pressing method 

A multilayered PPM allows one to analyze the factors 

contributing to the density of distribution heterogeneity 

(Fig. 9). 

 

Figure 9 – A generalized distribution of density along the 

radius of each layer of PPM at different phases of deformation 

Determination of the structural characteristics of the 

metal by the graphic method can be further analyzed using 

artificial neural networks [19] for ensuring the reliability 

of the proposed approach. 

5 Conclusions 

The analysis of existing traditional methods of pressing 

porous permeable materials showed no technological 

process, including the main positive features of traditional 

pressing, which would be non-defective. It is proved that 

the radial scheme of pressing can be the basis for creating 

rational equipment and technology for the production of 

filter materials, including metals, ceramics, graphite and 

waste industrial production, as it allows to realize the main 

positive features. In this context, an installation for 

pressing PPM of the new generation is proposed. The 

installation comprises technology to produce filter 

materials based on metals, ceramics, graphite, and 

industrial production wastes. PPM produced with the help 

of this installation contains a whole set of properties 

required for this type of product. 

Essentially, the method of computer modeling of 

porous permeable materials was developed, allowing to 

consider the peculiarities of the distribution of porosity and 

radial velocity in radial isostatic compression. As a result, 

a new modern automation system for manufacturing the 

permeable materials from wastes of machine-building 

production was proposed. The method of computer 

modeling allowed not only to determine the distribution of 

porosity and other characteristics of the powdered porous 

units, but also to predict their impact on the operational 

properties of PPM. 
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Abstract. Despite the rapid development of alternative energy sources, the role of hydrocarbons in the global fuel 

and energy balance remains significant. For their transportation and further processing, pre-processing is carried out 

using a set of equipment. In this case, the mandatory devices are separators. In terms of specific energy consumption 

and separation efficiency, methods based on the action of inertia forces are optimal. However, standard designs have 

common disadvantages. A method of dynamic separation is proposed to eliminate them. The proposed devices are 

automatic control systems. The object of regulation is hydraulic resistance, and elastic forces are the regulating actions. 

Aerohydroelastic phenomena accompany the operation of dynamic separation devices. Among them, the most 

interesting are flutter and buffeting. Oscillations of adjustable baffles accompany them. It is necessary to conduct a 

number of multifactorial experiments to determine the operating parameters of dynamic separation devices. In turn, 

physical experiments aim to identify patterns and features of processes occurring during vibration-inertial separation 

(i.e., the dependence of various parameters on velocity). Therefore, the article proposes a methodology for carrying our 

physical experiments on dynamic separation and a designed experimental setup for these studies. As a result, the 

operating modes of separation devices for different thicknesses of baffle elements were evaluated. Additionally, the 

dependences of the adjustable element’s deflections and oscillation amplitudes on the gas flow velocity were 

determined for different operating modes of vibration separation devices. 

Keywords: gas-liquid mixture, dynamic separation, deformable elements, oscillations, regression model.

1 Introduction 

The role of oil and gas in the global fuel and energy 

balance is constantly growing. In 2018, oil and gas 

consumption was grown by 4.6 %, which accounted for 

half of the global increase in energy demand [1]. 

Notably, oil and natural gas extracted from the well are 

multiphase multicomponent mixtures. Mainly, the amount 

of droplet liquid in natural gas, consisting of mineralized 

water and gas condensate, is usually contained in the 

amount of 30–40 g/m3, and sometimes even 200–800 g/m3 

[2]. Therefore, such gas-dispersed systems are processed 

before their further transportation and processing. 

Moisture separation improves the quality of the source 

product and ensures the reliability of compressor 

equipment for compression and pumping of gases. The 

presence of dripping liquids and mechanical impurities in 

the gas flow leads to emergencies and premature wear of 

the rotor necks and blades of compressors and 

superchargers [3]. The main technological methods of 

industrial gas preparation are separation, absorption 

purification, and stabilization. In this case, separation 

equipment is a mandatory one at industrial gas treatment 

plants [4]. 

The extracted oil contains formation water, associated 

gas, mineral salts, and mechanical impurities. Pure oil is 

the primary raw material for producing liquid energy, oils 

and lubricants, bitumen, and coke. For example, flooding 

crude oil with formation water and dissolved salts leads to 

a decrease in the quality of the oil itself and its products. 

[5]. 

Comprehensive oil preparation for transportation and 

further processing involves its degassing, dehydration, 

desalination, and stabilization. The degassing process 

begins immediately after the gas-liquid mixture enters the 

apparatus. Associated petroleum gas is usually released in 

quantities not sufficient for its transportation. Therefore, 

there is a need to dispose of it by burning it on a torch. 
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The use of associated petroleum gas as a fuel, which 

increases its energy efficiency, has become widespread. In 

the cases of the utilization of associated petroleum gas and 

its use as a fuel for more efficient combustion, dehydration 

is carried out to prevent the formation of crystal hydrates. 

Purification from heavy hydrocarbons prevents fluid 

blockages. The absence of hydrogen sulfide and carbon 

dioxide prevents corrosion on the equipment [6]. 

Therefore, before the transportation and further 

processing of natural gas and crude oil, the obligatory 

stage is separating the gas-liquid mixture. For this purpose, 

separators are used. Their operation is based on the balance 

of mass forces and aerodynamic drag forces. 

2 Literature Review 

A method of dynamic separation is proposed to extend 

the range of effective operation of separation devices 

designed to purify gas flows from liquid droplets 

(separation of gas-liquid mixture). According to this 

method, the gas stream containing the droplet liquid enters 

the separation channel, in which the elastic elements are 

cantilevered [7, 8]. These elements distort the flow of the 

mixture (Figure 1). 

 
a 

 
b 

 
c 

Figure 1 – Design schemes of separation devices 

Under the action of inertia forces, the droplets 

contained in the gas deviate from the curved trajectory of 

the gas and settle on the walls, forming a film of liquid. 

Under dynamic pressure, the elastic elements change their 

configuration. This causes a change in flow parameters, 

and therefore, there are aeroelastic phenomena. This 

approach allows us to adjust the values of dynamic 

pressure and cross-sectional area automatically. 

Figure 2 reflects the main differences in the operation 

of dynamic separation devices before the loss of static and 

dynamic stability compared with the traditional louver 

separation elements. 

 
      a                                      b 

Figure 2 – Operation modes of the dynamic (a) and louver (b) 

separation devices: a – dependence of the hydraulic resistance 

coefficient ζ on the flow velocity V for the dynamic separation 

device; b – dependence of the separation efficiency η on the 

flow velocity V for the louver (solid line) and dynamic  

(dashed line) separation devices 

An essential parameter of the separation devices is 

hydraulic resistance. Its value depends on the coefficient 

of hydraulic resistance, which is determined 

experimentally [9]. The value of this parameter for louver 

separation devices can vary from 4 to 400 depending on 

the design [10, 11]. In turn, dynamic separation devices, in 

contrast to louvers, have a variable coefficient of hydraulic 

resistance ζ (depending on the flow velocity V). The 

primary trend of this dependence is shown in Figure 2 a. 

Mainly, as the velocity of the gas-liquid flow increases, the 

cross-sectional area increases too. Therefore, the 

coefficient of hydraulic resistance decreases. 

The primary parameter in assessing the efficiency of a 

separation device is the degree of separation as the 

coefficient of separation efficiency. This parameter is the 

most commonly used as the amount of separated dispersed 

phase to its content in the gas-liquid mixture at the inlet to 

the separator. [12]. 

In traditional designs of louver separation devices, this 

parameter varies depending on the inlet velocity of the gas-

liquid flow. The primary trend of this change is shown in 

Figure 2 b by solid line [13]. The higher the flow rate, the 

greater the inertia force acting on the droplet liquid, 

causing its separation. Therefore, efficiency increases. 

On the other hand, the destruction of the droplets leads 

to a halt in the growth of separation efficiency (a horizontal 

line in Figure 2 b) at a specific flow rate. 

The destruction of droplets is so essential that in 

combination with the film destruction for the already 

captured liquid (and consequently, secondary splashing) 

leads not only to stop the growth of efficiency but also to 

its sharp decrease [3, 14]. 

Unlike a louver separation device, avoiding a decrease 

in separation efficiency in a dynamic separation device can 

be accomplished by preventing a critical increase in the 

effective aerodynamic force as the velocity of the gas-
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liquid flow increases. This occurs by increasing the cross-

section of the channel. As a result, the range of effective 

operations is expanding. The primary trend for a dynamic 

separation device is indicated in Figure 2 b by a dashed 

line. Thus, the primary advantage of dynamic separation 

devices is working as an automatic control system. In this 

case, the object of regulation is the hydraulic resistance 

and the regulating action – elastic forces. Due to this, it is 

possible to maintain the degree of gas purification in a 

wide range of possible changes in the flow rate of the gas-

liquid mixture. Therefore, increasing the efficiency of the 

separation of heterogeneous systems through vibration-

inertial separation methods is an urgent problem. It is 

necessary to perform physical modeling of vibration-

inertial separation processes to define the essential 

working characteristics of dynamic separation devices. 

3 Research Methodology 

3.1 General formulation 

Regardless of their design, dynamic separation devices 

include elastic elements of different types (Figure 1). 

These elements can change their shape under the action of 

the gas flow hydrodynamics. The change in the cross-

section influences the flow parameters. Therefore, 

aerohydroelastic phenomena occur. 

For developing an engineering method to calculate 

separation devices, it is necessary to solve the problem of 

aerohydroelasticity separately, considering the features 

and appropriate simplifications and assumptions. Given 

that depending on the content of the liquid phase may 

change the nature of the interaction of gas-liquid flow and 

elastic elements, the solution of this problem can be 

divided into the following four stages [15]. 

The first stage is conducting full-scale and numerical 

experiments. It determines and compares the gas flow rate, 

which causes loss of static and dynamic stability of elastic 

elements. When the static stability is lost, the numerical 

experiment is verified using the values of the deviations of 

the elastic elements and the gas flow velocities that caused 

them. Due to the numerical experiment gives a better idea 

of the flow structure and the deflected mode of the 

elements, the pressure distribution depending on the 

velocity and deformation is determined. The data can be 

used to determine the stiffness of the elements and 

damping of the gas flow. Therefore, the mathematical 

model can be refined. Verification of a dynamic stability 

loss by conducting a numerical experiment using 

oscillation frequency and amplitude of elastic elements is 

carried out. From the verified numerical experiment, it is 

possible to determine the pressure distribution over the 

elastic elements as a function of time and flow rate, and as 

a consequence, the value of damping as a function of time. 

The second stage is conducting experimental studies of 

the interaction of elastic elements and gas-liquid flow with 

different liquid phase concentrations. The loss of static and 

dynamic stability depending on the flow rate in a specific 

range of the content of the dispersed liquid in the gas flow 

is investigated. Verification of the numerical experiment is 

carried out similarly to the first stage and determines the 

pressure distribution on the elastic elements depending on 

the gas-liquid flow rate and the concentration of the liquid 

phase in case of loss of static stability and as a function of 

time in case of loss of dynamic stability. The obtained data 

are used to determine the stiffness of the elastic elements 

and the damping coefficients of the gas-liquid flow. 

Comparing the obtained data with the previous stage 

results, we can conclude about the effect of different 

concentrations on the stability of elastic elements, 

determine the separation efficiency, and consider the 

possibility of using vibrations for coagulation of droplets. 

The third stage is studying the influence of mechanical 

oscillations of elastic elements on the gas-liquid flow. The 

expected effect is the coagulation of droplets, hence 

increasing their separation efficiency, similar to the effect 

of vibroacoustic coagulation. According to features of the 

specified effect, it is possible to observe both coagulation 

of drops and their destruction depending on a combination 

of the following parameters: gas-liquid flow rate, the 

oscillation frequency, and droplet dispersion. 

Therefore, while studying the effect of mechanical 

oscillations on the flow, we have used a mathematical 

model, in which the identification was made with all the 

necessary parameters to find the size of the separation 

device. Such an approach increases the efficiency of 

separating the input gas-liquid mixture due to the 

coagulation of droplets. According to these dimensions, it 

is necessary to make a separation element to investigate 

the effect of oscillations. 

The fourth stage is conducting a full-scale and 

numerical experiment to study the mutual effect of 

installed sequentially dynamic separation devices. Of 

particular interest is the change in the critical velocities of 

the gas-liquid flow (buffing and fluttering). These effects 

cause the phenomenon of dynamic instability, depending 

on the distance between the devices. The change in critical 

velocity may differ depending on the location in the gas 

flow. 

Let us consider the features of researching each of the 

designs of the devices shown in Figure 1. The main 

differences are the different methods of their manufacture. 

For example, in a separation device where the elastic 

elements are truncated parabolic half-cylinders, the elastic 

elements (plates) are in a pre-deformed state. It must be 

considered since it affects their rigidity. The elastic 

elements have no internal stresses in the other two devices 

before the gas-liquid flow enters the separation channel. 

This is because in a dynamic device with four inputs, they 

are not deformed at all at the initial time. In the channel 

with sinusoidal walls, their shape is planned to be obtained 

using a vacuum press. Remarkably, one of the main 

difficulties in developing separation devices with elastic 

elements of sinusoidal shape is the choice of material. The 

mechanical properties of the material should provide the 

necessary deformations while holding the shape. 

3.2 Experimental setup 

Given the stages of scientific research described above, 

an experimental stand was developed (Figures 3, 4). It 

provides the solution to the following problems: 
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– to provide easy change of modular separation 

devices; 

– to measure the deviation of elastic elements in the 

subcritical mode; 

– to measure oscillation amplitudes and frequencies 

during the loss of dynamic stability; 

– to measure the separation efficiency for a gas-liquid 

mixture and hydraulic resistance; 

– to determine the effect of mechanical oscillations on 

the gas-liquid flow. 

 

Figure 3 – The design scheme of  the experimental stand:  

1 – fog generator; 2 – centrifugal gas blower; 3 – test section;  

4 – test model of the dynamic modular separation device;  

5 – anemometer; 6 – high-speed camera; 7 – stroboscope;  

8 – frequency regulator 

  

                               a                                         b 

Figure 4 – Photo of test section (a) and frequency regulator (b) 

Let us consider in detail the operation of the 

experimental stand, the design scheme of which is given in 

Figure 3 and the photo – in Figure 4. Dispersed liquid 

generated by the fog generator “Longray 2680A-II” 1 is 

fed to the centrifugal blower 2, where it mixes with the gas 

flow. Under the action of pressure, it is sent to the channel 

of the experimental stand, where the model of the modular 

dynamic separation device is installed. The deformation of 

an elastic element concerning the scale put on the channel 

walls is fixed using the high-speed camera. The camera is 

mounted on a tripod. The level gauge measures its 

position. In test section 3, the gas-liquid flow passes the 

modular dynamic separation device 4, where the capture 

of dispersed particles occurs. The captured film liquid is 

removed from the separator. The purified gas is released 

into the atmosphere. The airflow of the centrifugal blower 

is regulated by the frequency regulator 

“Aqua Drive FC 200”. The cold mist generator 1 allows us 

to adjust the dispersion of the liquid in a range from 5 to 

50 μm. Therefore, the separation efficiency can be 

determined for different particle sizes. 

Figure 4 a shows that the test section consists of two 

parts having a square cross-section of 125 mm × 125 mm 

and a length of 400 mm. Such geometric dimensions were 

selected to ensure uniformity of flow at the inlet of the 

modular dynamic separation device. For this purpose, the 

transition nozzle from a round cross-section to a square 

one is used as a diffuser with an angle of 15°. The elastic 

elements of the modular separation device are fixed 

between the two parts of the test section. This fastening 

was chosen to minimize the impact of the housing rigidity 

on the oscillations of the elastic elements when they lose 

dynamic stability. The elements specified in Figure 1 a 

without inclination are considered. Therefore, their shape 

is a parabolic half-cylinder. The length of the plates is 

210 mm. 

The procedure for conducting a physical experiment at 

the first stage of research is as follows. Firstly, the 

frequency regulator is switched on, and the rotation speed 

of the electric motor’s rotor connected to a centrifugal gas 

blower is exposed. An anemometer measures the flow rate 

at the inlet to the modular separation device. As a result, 

dependence between the velocity of the gas-liquid flow 

and the speed of the motor is built. 

Secondly, the gas flow enters the test section, where a 

modular separation device is installed. If the gas flow does 

not cause loss of dynamic stability, they are measured 

using a scale on the body and are tabulated. If oscillations 

of the elastic elements occur, recording is performed for 

one minute using a high-speed camera with 240 frames per 

second shooting speed. After, the resulting video is 

decomposed into frames. Comparing every two adjacent 

frames allows us to measure the speed of the elastic 

elements and determine the oscillation frequency. 

Thirdly, a series of experiments are performed for the 

thicknesses of elastic elements of 0.4, 0.5, and 0.6 mm for 

different values of gas flow rate, liquid volume fraction, 

and dispersion. Notably, in the case of the stability loss (at 

a particular input flow velocity), it is necessary to wait 

until the mode is set because a particular time is required 

for damping the oscillations. 

After carrying out the measurements mentioned above, 

new plates are installed. In this case, the frequency is set 

on the frequency regulator, at which the velocity of the 

gas-liquid flow causes oscillations of the elastic elements. 

The obtained time allows us to investigate the fatigue 

strength of elastic elements, particularly the number of 

bends before their destruction. 

Let us consider the difference between conducting 

experimental research in the first and second stages. At the 

first stage (switching on the gas blower), the fog generator 

is switched on. The dispersion of droplets is established, 

and the resulting mist is fed to the centrifugal blower. 

After, the deviation of elastic elements to the loss of 

stability is measured. Also, the velocity of their movement, 

the oscillation frequency, the critical flow velocity, and the 

time before the destruction of the elastic element are 

determined. The obtained results are tabulated and 

compared with the corresponding results of the first stage. 

Additionally, the separation efficiency before the stability 

loss is measured. 
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At the third stage of research, the separation efficiency 

after the loss of dynamic stability is measured. In this case, 

a series of experiments are performed for different 

combinations of fluid dispersion and oscillation frequency 

of elastic elements. The obtained results are tabulated too. 

Fourthly, two modules of dynamic separation elements 

are installed in the housing. At this research stage, the fog 

generator does not switch on but only adjusts the speed of 

the blower’s rotor. Studying is made on both modules, and 

the critical input velocity that causes oscillations is 

determined for each module. 

Simultaneously, experimental studies were carried out 

within the research program and methodology developed 

according to DSTU 3974-2000 “System of Product 

Development and Launching into Manufacture”. 

4 Results 

Experimental studies of elastic baffles with a thickness 

of 0.4, 0.5, and 0.6 mm and a length of 200 mm have been 

carried out to determine the gas flow rate, at which there is 

a loss of dynamic and static stability. The height of baffle 

elements corresponds to the height of the channel. Baffle 

elements are made from polyvinyl chloride with the 

following mechanical properties: Young’s modulus 

2.8 GPa; Poisson’s ratio 0.385 [1]. 

The plates had no preliminary deformation before 

installing them in the channel. A thermoanemometer 

“Hot Wire Anemometer HT-9829” is used to determine 

the flow velocity. Velocity measurements were performed 

without the installation of elastic baffles in the channel. 

After carrying out measurements, it is possible to 

allocate some modes of work of an elastic baffle element. 

The symbols indicated in Figure 5 were introduced to 

facilitate the analysis of the results. 

 
         a    b 

 
c 

Figure 5 – Experimentally obtained operating modes for 

baffle element with thickness of 0.5 mm 

There are no oscillations at the first mode (gas flow 

velocity is less than 4 m/s). Only a static deflection 

appears, as shown in Figure 5 a. In this case, at an inlet 

velocity of less than 2.2 m/s, the deviation of the element 

is not observed because the gas flow passes through the 

gaps between the upper and lower walls of the channel and 

the elastic baffle element. 

At the second stage (velocity range of 4.0–7.4 m/s), 

oscillations of the baffle element occur. It touches the 

upper and lower walls due to the occurrence of bending 

and torsional oscillations, schematically shown in 

Figure 5 b. As a result, the oscillating plate approaches 

wall 2. 

At the third stage (velocity range of 7.4–11.6 m/s), the 

element begins to touch wall 2 (Figure 5 c), including 

bending torsional oscillations. The speed of 11.6 m/s was 

taken as a limiting value when the elastic baffle element is 

pressed to wall 2 and stops moving. 

Let us consider the dependence of each oscillation 

parameter on the gas flow velocity. Three functions have 

been used to describe the relationship between the 

deviation of the elastic element (or equilibrium position) A 

depending on the speed V in each of the three modes 

mentioned above. 

Let us start with the first mode, in which there are static 

deviations from the starting position. It includes the first 

six points. A linear function is applied: 

𝐴 = 𝑏1𝑉 + 𝑏0.   (1) 

We did not set element b0 to zero because noticeable 

deviations appear at a velocity above 2.2 m/s. Before that, 

the gas flow passes over the upper and lower part of the 

plate. 

The least-squares method was used to determine the 

regression coefficients: 

𝐹 = ∑ (𝐴1 − 𝑏0 − 𝑏1 ⋅ 𝑉𝑖)
2𝑛

𝑖=1 → 𝑚𝑖𝑛. (2) 

Since the problem of determining the coefficients of a 

linear polynomial is reduced to finding the minimum of the 

function, we have equated to zero the partial derivatives 

with respect to the evaluated coefficients: 

{

𝜕𝐹

𝜕𝑏0
= −2 ⋅ ∑ (𝐴1 − 𝑏0 − 𝑏1 ⋅ 𝑉𝑖) = 0,𝑛

𝑖=1

𝜕𝐹

𝜕𝑏1
= −2 ⋅ ∑ (𝐴1 − 𝑏0 − 𝑏1 ⋅ 𝑉𝑖) ⋅ 𝑉𝑖 = 0.𝑛

𝑖=1

     (3) 

The transformation to obtain the resulting system of 

linear equations with two unknowns b0 and b1 are 

performed: 

{
𝑏0 ⋅ 𝑛 + 𝑏1 ⋅ ∑ 𝑉𝑖

𝑛
𝑖=1 = ∑ 𝐴𝑖

𝑛
𝑖=1 ,

𝑏0 ⋅ ∑ 𝑉𝑖 + 𝑏1 ⋅ ∑ 𝑉𝑖
2𝑛

𝑖=1 = ∑ (𝑉𝑖 ⋅ 𝐴𝑖).
𝑛
𝑖=1

𝑛
𝑖=1

      (4) 

The inverse matrix method is used to determine them: 

(
𝑏0
𝑏1
) = (

𝑛 ∑ 𝑉𝑖
𝑛
𝑖=1

∑ 𝑉𝑖
𝑛
𝑖=1 ∑ 𝑉𝑖

2𝑛
𝑖=1

)

−1

⋅ (
∑ 𝐴𝑖
𝑛
𝑖=1

∑ (𝑉𝑖 ⋅ 𝐴𝑖)
𝑛
𝑖=1

).    (5) 

Therefore, the following regression coefficients were 

obtained using the computer algebra system “MahtCAD” 

for the first mode of operation: b0 = –44.6, b1 = 18.8. As a 

result, regression (1) takes the following form: 

𝐴 = 18.8 ⋅ 𝑉 − 44.6.  (6) 
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Equating this equation to zero, the velocity at which 

deviations occur can be determined. Its value equals 

2.4 m/s, which differs by 0.2 m/s from the experimentally 

obtained value of 2.2 m/s. 

For linear polynomials, the correlation coefficient is 

used to quantify the closeness of the relationship between 

the quantities. Its value is equal to 0.98. According to the 

Chaddock scale, this value corresponds to a very high 

direct relationship between velocity and deviation. 

In the oscillation modes of operation, the description of 

the equilibrium position depending on the gas velocity is 

described. The polynomial coefficients are determined 

using the least-squares method: b0 = –17.0, and b1 = 12.2. 

The resulting regression equation is as follows: 

𝐴 = 12.2 ⋅ 𝑉 − 17.0.  (7) 

The correlation coefficient is equal to 0.97. According 

to the Chaddock scale, this value corresponds to a very 

high direct relationship between speed and equilibrium. 

Figure 6 presents the dependence of the plate’s position 

on the velocity of the incoming gas flow. The vertical lines 

show the limits of the modes in the operation of the 

separation element described above. 

 

Figure 6 –Dependence of the plate’s deflection  

on the gas flow velocity 

The following parameter, the dependence of which was 

considered on the gas flow velocity V, is the amplitude of 

oscillations X. Notably, to describe the dependence on the 

second mode of operation (velocity range of 4.2–7.4 m/s), 

a polynomial of the second degree is used: 

𝑋 = 𝑎0 + 𝑎1 ⋅ 𝑉 + 𝑎2 ⋅ 𝑉
2.        (8) 

As for a linear polynomial, the determination of the 

unknown coefficients of a polynomial of the second degree 

can be performed using the least-squares method: 

𝐹 = ∑ (𝑋𝑖 − 𝑎0 − 𝑎1 ⋅ 𝑉 − 𝑎2 ⋅ 𝑉
2)2 → 𝑚𝑖𝑛

𝑛∑
𝑖=1 .   (9) 

It is necessary to equate to zero three partial derivatives 

with respect to the coefficients a0, a1, and a2: 

𝜕𝐹

𝜕𝑎0
= −2 ⋅ ∑ (𝑋𝑖 − 𝑎0 − 𝑎1 ⋅ 𝑉𝑖 − 𝑎2 ⋅ 𝑉𝑖

2) = 0,𝑛
𝑖=1

𝜕𝐹

𝜕𝑎1
= −2 ⋅ ∑ (𝑋𝑖 − 𝑎0 − 𝑎1 ⋅ 𝑉𝑖 − 𝑎2 ⋅ 𝑉𝑖

2) ⋅ 𝑉𝑖 = 0,𝑛
𝑖=1

𝜕𝐹

𝜕𝑎2
= −2 ⋅ ∑ (𝑋𝑖 − 𝑎0 − 𝑎1 ⋅ 𝑉𝑖 − 𝑎2 ⋅ 𝑉𝑖

2) ⋅ 𝑉𝑖
2 = 0.𝑛

𝑖=1

  (10) 

In this case, when performing transformations, a system 

of linear equations with three unknowns a0, a1, and a2 is 

obtained: 

{

𝑎0 ⋅ 𝑛 + 𝑎1 ⋅ ∑ 𝑉𝑖
𝑛
𝑖=1 + 𝑎2 ⋅ ∑ 𝑉𝑖

2𝑛
𝑖=1 = ∑ 𝑋𝑖

𝑛
𝑖=1 ,

𝑎0 ⋅ ∑ 𝑉𝑖
𝑛
𝑖=1 + 𝑎1 ⋅ ∑ 𝑉𝑖

2𝑛
𝑖=1 + 𝑎2 ⋅ ∑ 𝑉𝑖

3𝑛
𝑖=1 = ∑ (𝑋𝑖 ⋅ 𝑉𝑖)

𝑛
𝑖=1 ,

𝑎0 ⋅ ∑ 𝑉𝑖
2𝑛

𝑖=1 + 𝑎1 ⋅ ∑ 𝑉𝑖
3𝑛

𝑖=1 + 𝑎2 ⋅ ∑ 𝑉𝑖
4𝑛

𝑖=1 = ∑ (𝑋𝑖 ⋅ 𝑉𝑖
2)𝑛

𝑖=1 .

 (11) 

Therefore, the solution of the above system using the 

inverse matrix method has the following form: 

(

𝑎0
𝑎1
𝑎2
) = (

𝑛 ∑ 𝑉𝑖
𝑛
𝑖=1 ∑ 𝑉𝑖

2𝑛
𝑖=1

∑ 𝑉𝑖
𝑛
𝑖=1 ∑ 𝑉𝑖

2𝑛
𝑖=1 ∑ 𝑉𝑖

3𝑛
𝑖=1

∑ 𝑉𝑖
2𝑛

𝑖=1 ∑ 𝑉𝑖
3𝑛

𝑖=1 ∑ 𝑉𝑖
4𝑛

𝑖=1

)

−1

⋅ (

∑ 𝑋𝑖
𝑛
𝑖=1

∑ (𝑋𝑖 ⋅ 𝑉𝑖)
𝑛
𝑖=1

∑ (𝑋𝑖 ⋅ 𝑉𝑖
2)𝑛

𝑖=1

). (12) 

For the second mode of operation, using the computer 

algebra system “MahtCAD”, the following values of 

regression coefficients were obtained: a0 = 121.2,  

a1 = –39.8, and a2 = 4.9. The resulting regression equation 

(8) takes the following form: 

𝑋 = 121.1 − 39.8 ⋅ 𝑉 + 4.9 ⋅ 𝑉2. . (13) 

Fisher’s criterion is used to verify the significance of the 

regression model. 

Given that the number of explanatory variables is equal 

to 1, the number of degrees of freedom of the explained 

variance is also equal to 1. The number of degrees of 

freedom for unexplained variance is calculated depending 

on the number of experimental points and the number of 

explanatory variables. So, it is equal to 5 – 1 – 1 = 3. 

Therefore, the obtained correlation coefficient is 0.999, 

and Fisher’s criterion is F = 1806. The Fisher’s criterion is 

defined according to the corresponding table for the 

accepted significance level 0.05 and the above-stated 

degrees of freedom. It is equal to Ftab = 10.13. Since the 

actual value F > Ftab, the regression equation (13) is 

statistically reliable. 

At the next stage (velocity range of 7.4–11.6 m/s), the 

relationship between the oscillation amplitude and the gas 

flow velocity was carried out using a polynomial of the 

second degree too, with the determination of its 

coefficients by the least-square method. The resulting 

dependence takes the following form: 

𝑋 = 286.2 − 41.5 ⋅ 𝑉 + 1.9 ⋅ 𝑉2.  (14) 

As in the previous case, we evaluated the accuracy of 

the relationship between the amplitude and the gas flow 

velocity using Fisher’s criterion. In this case, the number 

of degrees of freedom for unexplained variance is equal 

to 5. The correlation coefficient is 0.902, Fisher’s criterion 

F = 21.9, and its table value Ftab = 6.61. Therefore, the 

regression equation (14) is also statistically reliable. 

The obtained relationships between the gas flow 

velocity and the oscillation amplitude for both operation 

modes are shown in Figure 7. Vertical lines indicate the 

boundaries of these modes. 
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Figure 7 – Dependence of the swing range  

on the inlet gas flow velocity 

The last parameter of oscillations studied during the 

experiment is the oscillation frequency. To estimate its 

change from increasing speed, we have found the 

percentage of its minimum value from the maximum. For 

the data obtained at the first stage of research, it is equal 

to 96.7 %. This parameter in the studied speed range does 

not change significantly. Therefore, the frequency can be 

considered constant when using a dynamic separation 

element for vibrocoagulation of droplets. 

Additionally, the frequency and amplitude of the elastic 

baffle element with a thickness of 0.4 mm were measured. 

The least-squares method was used to process the results 

of the experiment. There are three operation modes, as in 

the case of a baffle element with a thickness of 0.5 mm. 

Let us consider the operation of an elastic baffle 

element with a thickness of 0.6 mm in more detail. Its 

feature is the presence of four operation modes (Figure 8), 

differing from the plates with 0.4 and 0.5 mm thickness. 

At the first stage (velocity range of 3.3–4.8 m/s), the 

oscillations of the baffle element occur. It does not touch 

any wall of the channel, which is schematically shown in 

Figure 8 a. Необхідно відмітити, що при швидкості 

входу меншій за 3.3 m/s відхилення елементу не 

спостерігаються, а у випадку їх виникнення являються 

надто малими для вимірювання. 

At the second stage (velocity range of 4.8–6.6 m/s), 

oscillations of the elastic baffle element continue. In this 

case, the element begins to touch wall 1, as shown in 

Figure 8 b. The element’s position is close to wall 2; 

touches occur by increasing the amplitude of oscillations. 

At the third stage (velocity range of 6.6–9.9 m/s), 

bending-torsional oscillations occur, as evidenced by 

touching the upper and lower walls of the channel. Since 

the element’s position approached with increasing speed 

to wall 2, the element stopped touching wall 1. This 

operation mode is schematically shown in Figure 8 c. 

At the fourth mode (velocity range of 9.9–13.1 m/s), the 

element touches wall 2. In this case, bending-torsional 

oscillations continue (Figure 8 d). 

 
          a    b 

 
c 

 
d 

Figure 8 – Operating modes of the baffle element with the 

thickness of 0.6 mm: 1 – small displacements; 2 – large 

displacements; 3 – position of equilibrium 

Notably, the gas flow velocity of 13.1 m/s is the 

maximum one while studying this design. 

The obtained results were analyzed using the least-

square method to find the coefficients of polynomials of 

the first and second degrees, describing the relationship 

between the amplitude of oscillations, the position of the 

elastic baffle element, and the velocity of the gas flow. 

As a result, the graph of the plate’s position on the 

velocity of the incoming gas flow is built in Figure 9. 

 

Figure 9 – Dependence of the plate’s position  

on the gas flow velocity 

Vertical lines show the mode boundaries. At the fourth 

mode, it should be noted that the line (as in previous cases) 

is almost horizontal. 
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Let us consider in more detail the obtained graph of the 

dependence of the amplitude of the elastic baffle element 

on the speed of the oncoming gas flow (Figure 10). 

 

Figure 10 – Dependence of the swing range  

on the inlet flow velocity 

In the operating modes of the separation element, in 

which there is no contact with the wall of channel 2, the 

dependence of the amplitude of oscillations on the flow 

velocity is increasing. In the last mode, it decreases, as in 

all previous cases. It should be noted that in the third mode, 

the dependence is almost linear, given the coefficient near 

the variable squared. 

The percentage of the elastic baffle element’s minimum 

and the maximum oscillation frequency is 78.8%, which 

may affect the coagulation of droplets. 

An alternative material, ABS plastic, was proposed to 

manufacture elastic baffles with a thickness of 0.4 mm. 

This material has the following mechanical properties: 

Young’s modulus 1.7 GPa, and Poisson’s ratio 0.30. As in 

the case of elastic baffles made of polyvinyl chloride with 

a thickness of 0.4 and 0.5 mm, the operation of the above 

elements from ABS plastic can be divided into similar 

three modes. 

5 Discussion 

As can be seen from the results of experimental studies, 

the operation of the separation element from ABS plastic 

has a few features, mainly as follows. A wide first 

operating mode (коливання відсутні): velocity range of 

1.1–5.3 m/s. In the first mode, there are significant 

deviations of the elastic element: 15–60 mm. A narrow 

second operating mode: velocity range of 5.5–6.3 m/s. A 

wide third operating mode (the element performs torsional 

oscillations while touching the wall 2): velocity range of 

6.3–11.6 m/s. Notably, the operation is limited by the gas 

flow velocity of 11.8 m/s, at which the element under the 

action of the flow is pressed against wall 2. Thus, the 

regression equations for the dependence of various 

parameters on the flow rate were obtained. For a plate with 

a thickness of 0.4 mm from polyvinyl chloride, the 

regression equation for the deviation on the gas flow 

velocity is as follows: A = 10.6V – 1.0. The regression 

equation for the dependence of the equilibrium position on 

the velocity is as follows: A = 6.1V – 24.0. 

In the second operating mode, the regression equation 

for the dependence of the swing range on the speed is as 

follows: X = 36.1 – 6.9V +6.9V2. Fisher’s criterion 

calculated on the given mode takes F = 53 compared to 

tabular value Ftab = 18.51. In the third operating mode, the 

regression equation for the dependence of the swing range 

on the speed is as follows: X = 666.2 – 118.9V + 5.8V2. 

Fisher’s criterion calculated on the given mode takes 

F = 6337 compared to tabular value Ftab = 6.61. 

6 Conclusions 

The paper considers dynamic separation devices that 

operate as automatic control systems. Due to this, they 

allow increasing the efficiency of the separation process in 

heterogeneous systems. The method of conducting 

physical experiments of these devices and experimental 

setup for their study are presented. 

As a result of experimental research, the operation 

modes of separation devices were determined for different 

plate thicknesses, i.e., 0.4, 0.5, and 0.6 mm. The obtained 

dependencies of the plate’s position on the oncoming gas 

flow velocity and the oscillation amplitudes on different 

operation modes have been estimated. 

The following regression equations for different 

parameters of flow rate were also obtained. E.g., for a plate 

of 0.4 mm thick from polyvinyl chloride, deviation, the 

position of equilibrium, and swing range on the 2nd and 

3rd modes have been obtained. Fisher’s criteria confirm 

the adequacy of the proposed model. 

The obtained results verify the mathematical model and 

substantiate the primary parameters of studied separation 

devices. 
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Abstract. In this paper, the heat transfer optimization (HTO) algorithm and simulated coronary circulation system 

(SCCS) optimization algorithm has been designed for Real power loss reduction. In the projected HTO algorithm, every 

agent is measured as a cooling entity and surrounded by another agent, like where heat transfer will occur. Newton’s 

law of cooling temperature will be updated in the proposed HTO algorithm. Each value of the object is computed 

through the objective function. Then the objects are arranged in increasing order concerning the objective function 

value. This projected algorithm time “t” is linked with iteration number, and the value of “t” for every agent is 

computed. Then SCCS optimization algorithm is projected to solve the optimal reactive power dispatch problem. 

Actions of human heart veins or coronary artery development have been imitated to design the algorithm. In the 

projected algorithm candidate solution is made by considering the capillaries. Then the coronary development factor 

(CDF) will appraise the solution, and population space has been initiated arbitrarily. Then in the whole population, the 

most excellent solution will be taken as stem, and it will be the minimum value of the Coronary development factor. 

Then the stem crown production is called the divergence phase, and the other capillaries’ growth is known as the clip 

phase. Based on the arteries leader’s coronary development factor (CDF), the most excellent capillary leader’s (BCL) 

growth will be there. With and without L-index (voltage stability), HTO and SCCS algorithm’s validity are verified in 

IEEE 30 bus system. Power loss minimized, voltage deviation also reduced, and voltage stability index augmented. 

Keywords: optimal reactive power, transmission loss, heat transfer, simulated coronary circulation system.

1 Introduction 

Power loss minimization and voltage stability 

enhancement with voltage deviation minimization is the 

key objectives of this work. Newton’s method, interior 

point method; successive quadratic programming 

method [1–6]. Nevertheless, there are enormous 

difficulties found in handling the in-equality constraints. 

These ten years, there is a massive growth in the swarm 

and evolutionary algorithms [7–39] for solving the 

problem. Algorithms like genetic, ant colony, wolf 

search, cuckoo search, birds swarm, fish swarm, 

gravitational search, particle swarm optimization, 

symbiotic organism search algorithm [41–52] are 

already solved the problem. The central aspect is to 

maintain the exploration and exploitation in the flow of 

the process. Many algorithms failed to tradeoff between 

exploration and exploitation. This paper projects the 

Heat Transfer Optimization (HTO) algorithm and the 

Simulated Coronary Circulation System (SCCS) 

optimization algorithm to solve the optimal reactive 

power problem. In the proposed HTO algorithm, every 

agent is measured as a cooling entity, and it is 

surrounded by another agent, like where heat transfer 

will occur. Newton’s law of cooling temperature will be 

updated in the proposed HTO algorithm. Object’s 

temperature is considered the position’s position, and 

the heat energy will be transferred to objects 

surrounding it. Then new-fangled positions are 

modernized through new temperature conditions. Each 

value of the object is computed through the objective 

function. Then the objects are arranged in increasing 

order concerning the objective function value. In 

algorithm Control variable1 direct the random step size 

and Control variable2 organize (1 − t). In the 

conclusion of the procedure, the value of “t” will be 

augmented, leading to a linear decrease in arbitrariness 

and escalating the exploitation. Objects are grouped into 

two modes concerning temperature as 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒1 
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which is in cooling condition. This paper proposes 

Simulated Coronary Circulation System (SCCS) 

optimization algorithm to solve the optimal reactive 

power problem. SCCS algorithm has been modeled by 

imitating the actions of human heart veins or coronary 

artery development. In the projected algorithm, few 

capillaries which form the preliminary group is 

designated as the population. Then the main arteries are 

taken as the variables of the problem. The divergence 

phase and clip phase are considered as the global search 

of the procedure. Then the gofer and clip phase is taken 

as local search in the procedure. The most excellent 

capillary leader (BCL) is taken as a key leader of the 

arteries, which will be transformed to a stem through 

which that coronary tree will expand. A new-fangled 

solution is obtained from the coronary tree branch, and 

the objective function cost is obtained from the end of 

the coronary tree’s total cost. Through these for the 

obtained solution, the Coronary development factor 

(CDF) will be computed, and it will act as the fitness 

value of the problem. This work Heart memory 

parameter (HMP) is taken as a 5.0 and Heart memory 

parameter considering rate (HMPCR) taken as 0.955, 

respectively. HMP will save the most excellent 

solutions, and it will be sequentially modernized 

iteration by iteration. Proposed HTO, SCCS algorithms 

evaluated in IEEE 30 bus system with and without L- 

index. Real power loss and voltage deviation minimized 

with voltage stability index enhancement. 

2 Research Methodology 

2.1 Problem formulation 

Power loss minimization is defined by 

𝑀𝑖𝑛 𝑂𝐵�̃�(�̅�, �̅�)  (1) 

subject to 

 

𝐿(�̅�, �̅�) = 0;   (2) 

𝑀(�̅�, �̅�) = 0;   (3) 

𝑟 = [𝑉𝐿𝐺1, . . , 𝑉𝐿𝐺𝑁𝑔; 𝑄𝐶1, . . , 𝑄𝐶𝑁𝑐; 𝑇1, . . , 𝑇𝑁𝑇
];   (4) 

𝑢 = [𝑃𝐺𝑠𝑙𝑎𝑐𝑘; 𝑉𝐿1, . . , 𝑉𝐿𝑁𝐿𝑜𝑎𝑑
; 𝑄𝐺1, . . , 𝑄𝐺𝑁𝑔; 𝑆𝐿1, . . , 𝑆𝐿𝑁𝑇

].(5) 

The fitness function (𝐹1, 𝐹2, 𝐹3) is designed for power 

loss (MW) reduction, Voltage deviation, voltage 

stability index (L-index) is defined by 

𝐹1 = 𝑃𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 = 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 [∑ 𝐺𝑚
𝑁𝑇𝐿
𝑚 [𝑉𝐿𝑖

2 + 𝑉𝐿𝑗
2 − 2 ∗ 𝑉𝐿𝑖𝑉𝐿𝑗𝑐𝑜𝑠Ø𝑖𝑗]] ;(6) 

𝐹2 = 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒[∑ |𝑉𝐿𝐿𝑘 − 𝑉𝐿𝐿𝑘
𝑑𝑒𝑠𝑖𝑟𝑒𝑑|2 + ∑ |𝑄𝐺𝐾 − 𝑄𝐾𝐺

𝐿𝑖𝑚|2𝑁𝑔
𝑖=1

𝑁𝐿𝐵
𝑖=1 ];(7) 

𝐹3 = 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐿𝑀𝑎𝑥𝐼𝑚𝑢𝑚 ;  (8) 

𝐿𝑀𝑎𝑥𝑖𝑚𝑢𝑚 = 𝑀𝑎𝑥𝑖𝑚𝑢𝑚[𝐿𝑗]; 𝑗 = 1, … , 𝑁𝐿𝐵; (9) 

{
𝐿𝑗 = 1 − ∑ 𝐹𝑗𝑖

𝑉𝐿𝑖

𝑉𝐿𝑗

𝑁𝑃𝑉
𝑖=1 ;

𝐹𝑗𝑖 = −[𝑌1]1[𝑌2];
  (10) 

𝐿𝑀𝑎𝑥𝑖𝑚𝑢𝑚 = 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 [1 − [𝑌1]−1[𝑌2] ×
𝑉𝐿𝑖

𝑉𝐿𝑗
].   (11) 

Equality constraints: 

0 = 𝑃𝐺𝑖 − 𝑃𝐷𝑖 − 𝑉𝐿𝑖 ∑ 𝑉𝐿𝑗𝑗∈𝑁𝐵
[𝐺𝑖𝑗𝑐𝑜𝑠[Ø𝑖 − Ø𝑗] + 𝐵𝑖𝑗𝑠𝑖𝑛[Ø𝑖 − Ø𝑗]] ; (12) 

0 = 𝑄𝐺𝑖 − 𝑄𝐷𝑖 − 𝑉𝐿𝑖 ∑ 𝑉𝐿𝑗𝑗∈𝑁𝐵
[𝐺𝑖𝑗𝑠𝑖𝑛[Ø𝑖 − Ø𝑗] + 𝐵𝑖𝑗𝑐𝑜𝑠[Ø𝑖 − Ø𝑗]]. (13) 

Inequality constraints: 

𝑃𝑔𝑠𝑙𝑎𝑐𝑘
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 ≤ 𝑃𝑔𝑠𝑙𝑎𝑐𝑘 ≤ 𝑃𝑔𝑠𝑙𝑎𝑐𝑘

𝑚𝑎𝑥𝑖𝑚𝑢𝑚;  (14) 

𝑄𝑔𝑖
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 ≤ 𝑄𝑔𝑖 ≤ 𝑄𝑔𝑖

𝑚𝑎𝑥𝑖𝑚𝑢𝑚  , 𝑖 ∈ 𝑁𝑔; (15) 

𝑉𝐿𝑖
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 ≤ 𝑉𝐿𝑖 ≤ 𝑉𝐿𝑖

𝑚𝑎𝑥𝑖𝑚𝑢𝑚  , 𝑖 ∈ 𝑁𝐿; (16) 

𝑇𝑖
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 ≤ 𝑇𝑖 ≤ 𝑇𝑖

𝑚𝑎𝑥𝑖𝑚𝑢𝑚  , 𝑖 ∈ 𝑁𝑇; (17) 

𝑄𝑐
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 ≤ 𝑄𝑐 ≤ 𝑄𝐶

𝑚𝑎𝑥𝑖𝑚𝑢𝑚  , 𝑖 ∈ 𝑁𝐶 ; (18) 

|𝑆𝐿𝑖| ≤ 𝑆𝐿𝑖

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 , 𝑖 ∈ 𝑁𝑇𝐿;  (19) 

𝑉𝐺𝑖
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 ≤ 𝑉𝐺𝑖 ≤ 𝑉𝐺𝑖

𝑚𝑎𝑥𝑖𝑚𝑢𝑚  , 𝑖 ∈ 𝑁𝑔. (20) 

Multi-objective fitness (MOF) function has been 

defined by 

𝑀𝑂𝐹 = 𝐹1 + 𝑟𝑖𝐹2 + 𝑢𝐹3 = 𝐹1 + 

+ [∑ 𝑥𝑣[𝑉𝐿𝑖 − 𝑉𝐿𝑖
𝑚𝑖𝑛]

2𝑁𝐿
𝑖=1 + ∑ 𝑟𝑔[𝑄𝐺𝑖 − 𝑄𝐺𝑖

𝑚𝑖𝑛]
2𝑁𝐺

𝑖=1 ] + 𝑟𝑓𝐹3; (21) 

𝑉𝐿𝑖
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 = {

𝑉𝐿𝑖
𝑚𝑎𝑥  , 𝑉𝐿𝑖 > 𝑉𝐿𝑖

𝑚𝑎𝑥;

𝑉𝐿𝑖
𝑚𝑖𝑛 , 𝑉𝐿𝑖 < 𝑉𝐿𝑖

𝑚𝑖𝑛;
 (22) 

𝑄𝐺𝑖
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 = {

𝑄𝐺𝑖
𝑚𝑎𝑥  , 𝑄𝐺𝑖 > 𝑄𝐺𝑖

𝑚𝑎𝑥 ;

𝑄𝐺𝑖
𝑚𝑖𝑛 , 𝑄𝐺𝑖 < 𝑄𝐺𝑖

𝑚𝑖𝑛;
 (23) 

2.2 Heat transfer optimization (HTO) algorithm 

Heat transfer characteristics between the objects have 

been imitated to model the Heat Transfer Optimization 

(HTO) algorithm. In the proposed algorithm, every 

agent is measured as a cooling entity, and it is 

surrounded by another agent, like where heat transfer 

will occur. Newton’s law of cooling temperature will be 

updated in the proposed HTO algorithm. 

Generally, heat exchange coefficient symbolized as 

“h”, and at time t = 0 particular objects in highly 

elevated temperature 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒0 has been 

positioned or surrounded by cooling objects. Then there 

will be a transfer of heat between the 

objects  𝑇𝑒𝑚𝑝𝑎𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏. Concerning volume and 

surface, the heat loss rate is determined by 

𝑑𝑞

𝑑𝑡
= ℎ(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑎 − 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏) 𝑠𝑢𝑟𝑓𝑎𝑣𝑒 𝑎𝑟𝑒𝑎(𝑆𝐴).(24) 

In the time 𝑑𝑡 ℎ(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑎 −
𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏) 𝑠𝑢𝑟𝑓𝑎𝑣𝑒 𝑎𝑟𝑒𝑎(𝑆𝐴)𝑑𝑡  is the heat loss 

which indicates the decrease in temperature 𝑑𝑇 as 

follows: 

𝑣𝑜𝑙𝑢𝑚𝑒(𝑣) ∗ 𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝜌) ∗ 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡(𝑐) ∗ 𝐷𝑡 = 
=  −ℎ ∗ 𝑆𝐴(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 − 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏)𝑑𝑡.(25) 

Then 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 − 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒0 − 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏

= 

= 𝑒𝑥𝑝 (−
ℎ∗𝑆𝐴

𝑣𝑜𝑙𝑢𝑚𝑒(𝑣)∗𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝜌)∗𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡(𝑐)
 𝑡) ;   (26) 

𝛽 =
ℎ∗𝑆𝐴

𝑣𝑜𝑙𝑢𝑚𝑒(𝑣)∗𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝜌)∗𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡(𝑐)
; (27) 
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Then equation (12) can be written as 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒−𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒0−𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏
= 𝑒𝑥𝑝(−𝛽 𝑡). (28) 

Then temperature mathematically defined as follows: 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏 + 
+(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒0 − 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑏) 𝑒𝑥𝑝(−𝛽𝑡). (29) 

In the exploration of space objects, initial temperature 

is defined by: 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖𝑛𝑖𝑡𝑖𝑎𝑙
0 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑚𝑖𝑛𝑖𝑚𝑢𝑚 + 

+𝑟𝑎𝑛𝑑𝑜𝑚 ∙ (𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑚𝑎𝑥𝑖𝑚𝑢𝑚 − 𝑇𝑒𝑚𝑝𝑒𝑡𝑎𝑢𝑟𝑒𝑚𝑖𝑛𝑖𝑚𝑢𝑚). (30) 

Objects are grouped into two modes concerning 

temperature as 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒1 is ecological one for 

another object 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑛

2
+1

 which is in cooling 

condition. 

Then the value of β (higher or lower) determines the 

transfer of heat (variation of temperature between 

objects), and by the status of β, that position will be 

altered. The β value for each object is computed by 

𝛽 =
𝑐𝑜𝑠𝑡 (𝑜𝑏𝑗𝑒𝑐𝑡)

𝑐𝑜𝑠𝑡( 𝑝𝑜𝑜𝑟_𝑜𝑏𝑗𝑒𝑐𝑡)
.  (31) 

In this projected algorithm, time “t” is linked with 

iteration number, and the value of “t” for every agent is 

computed by 

𝑡 =
𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
.  (32) 

To avoid the solution getting trapped in the local 

solution ecological temperature of the object has been 

adjusted as follows: 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑒𝑐𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙

= 

=(1 − (𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒1 + 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒2 × (1 − 𝑡)) ×

𝑟𝑎𝑛𝑑𝑜𝑚) × 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑒𝑐𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙

. (33) 

In equation (33) Control variable1 direct the random 

step size and Control variable2 organize (1 − t). In the 

conclusion of the procedure, the value of “t” will be 

augmented, leading to a linear decrease in arbitrariness 

and escalating the exploitation. 

Then the new-fangled temperature object is updated 

by 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑛𝑒𝑤 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖

𝑒𝑐𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙
+ 

+(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑜𝑙𝑑 − 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖

𝑛𝑒𝑤) 𝑒𝑥𝑝(−𝛽𝑡);  (34) 

Then j-th variable agent upper and lower bound 

defined by 
𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖,𝑗 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑗,𝑚𝑖𝑛𝑖𝑚𝑢𝑚 +  𝑟𝑎𝑛𝑑𝑜𝑚 × 

× (𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑗,𝑚𝑎𝑥𝑖𝑚𝑢𝑚 − 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑗,𝑚𝑖𝑛𝑖𝑚𝑢𝑚).  (35) 

 

a. Start. 

b. Agents are initiated by, 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖𝑛𝑖𝑡𝑖𝑎𝑙
0 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑚𝑖𝑛𝑖𝑚𝑢𝑚 + 

+𝑟𝑎𝑛𝑑𝑜𝑚 ∙ (𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑚𝑎𝑥𝑖𝑚𝑢𝑚 −

−𝑇𝑒𝑚𝑝𝑒𝑡𝑎𝑢𝑟𝑒𝑚𝑖𝑛𝑖𝑚𝑢𝑚). 

c. The objective functional value will be 

computed. 

d. Modernization of population and memory. 

e. Grouping of the object is engendered. 

f. Value of 𝛽 , 𝑡 is computed by, 

𝛽 =
𝑐𝑜𝑠𝑡 (𝑜𝑏𝑗𝑒𝑐𝑡)

𝑐𝑜𝑠𝑡( 𝑝𝑜𝑜𝑟_𝑜𝑏𝑗𝑒𝑐𝑡)
; 

𝑡 =
𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
. 

g. Ecological values altered by, 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑒𝑐𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙

= (1 − (𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒1 +

+𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒2 × (1 − 𝑡)) × 𝑟𝑎𝑛𝑑𝑜𝑚) ×

𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑒𝑐𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙

  

h. Temperature values are modernized by, 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑛𝑒𝑤 = 

= 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑒𝑐𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙

+ 

+(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑜𝑙𝑑 −

−𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖
𝑛𝑒𝑤) 𝑒𝑥𝑝(−𝛽𝑡)  

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑖,𝑗 = 

= 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑗,𝑚𝑖𝑛𝑖𝑚𝑢𝑚 +  𝑟𝑎𝑛𝑑𝑜𝑚 ∙

(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑗,𝑚𝑎𝑥𝑖𝑚𝑢𝑚 −

−𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑗,𝑚𝑖𝑛𝑖𝑚𝑢𝑚)   

i. Is the end condition satisfied? If “yes”, stop the 

process or else go to step “c”. 

2.3 Simulated coronary circulation system 

optimization algorithm 

In this work Simulated Coronary Circulation System 

(SCCS) optimization algorithm has been modeled by 

imitating the actions of human heart veins or coronary 

artery development. In the projected algorithm 

candidate solution is made by considering the 

capillaries. Then the Coronary development factor 

(CDF) will appraise the solution, and population space 

has been initiated arbitrarily. Then the stem crown 

production is called the divergence phase, and the other 

capillaries’ growth is known as the clip phase. In the 

projected algorithm, few capillaries which form the 

preliminary group is designated as the population. Then 

the main arteries are taken as the variables of the 

problem. A new-fangled solution is obtained from the 

coronary tree branch, and the objective function cost is 

obtained from the end of the coronary tree’s total cost. 

Through these for the obtained solution, the Coronary 

development factor (CDF) will be computed, and it will 

act as the fitness value of the problem. Then in the whole 

population, the most excellent solution will be taken as 

stem, and it will be the minimum value of the Coronary 

development factor. 

The divergence phase and clip phase are considered 

as the global search of the procedure. In the period at the 

ending of the stem, the capillary leader will expand, and 

for iteration “t”, there will be 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 , 
(𝑗 = 1, 2, . . . , 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 ). Capillaries are the 

population 𝑁𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 , (𝑖 = 1,2,3. . , 𝑁𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛). Then 

the j-th capillaries in the present population is indicated 

by 𝑌𝑐
𝑖,𝑗

. Through the stem, the most excellent capillary 

leader (BCL) will be identified. Then for BCL, the 

Coronary development factor (CDF) is computed by 
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𝐶𝐷𝐹𝑖
𝑡 =

1 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖⁄

∑1 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖⁄
,   𝑖 = 1, 2, . . . , 𝑁𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛;   (36) 

𝐶𝐷𝐹𝑐
𝑡 =

1 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑐⁄

∑1 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖⁄
 ;  (37) 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑐 = 𝑚𝑒𝑎𝑛(𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖). (38) 

In the divergence phase, the present solution is 

modernized by 

𝑌𝑖,𝑗
𝑡+1 = 𝑌𝑖,𝑗

𝑡 + 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 ∙ 𝐷𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 𝑓𝑎𝑐𝑡𝑜𝑟(𝐷𝑓) × 

× (𝑌𝑐,𝑗
𝑡 − 𝑅𝑎𝑛𝑑𝑜𝑚 ∙ 𝑌𝑖,𝑗

𝑡 ) , 𝑖 == 1 𝑎𝑛𝑑 𝑁𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 , 𝑗 = 1 𝑎𝑛𝑑 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒; (39) 

{
𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 = −1 ;   𝑖𝑓 𝐶𝐷𝐹𝑐

𝑡 < 𝐶𝐷𝐹𝑖
𝑡;

𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛        𝑒𝑙𝑠𝑒
(40) 

𝑌𝑐,𝑗 = 𝑚𝑒𝑎𝑛(𝑌𝑗
𝑡)  ; 𝑗 = 1, 2, . . . , 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 . (41) 

Then the gofer and clip phase is taken as local search 

in the procedure. The most excellent capillary leader 

(BCL) is taken as a key leader of the arteries, which will 

be transformed to stem through the coronary tree will 

expand. Based on the coronary development factor 

(CDF) of the arteries leader, the most excellent capillary 

leader’s (BCL) growth will be there, and for this 

development, the exemplar factor is computed by 

𝑌𝑗
𝑡+1 = 𝑌𝑖,𝑗

𝑡  + 𝛼 ∙ 𝑟𝑎𝑛𝑑𝑜𝑚 ∙ (𝑌𝑏𝑒𝑠𝑡,𝑗
𝑡 − 𝑌𝑤𝑜𝑟𝑠𝑡,𝑗

𝑡 ). (42) 

Each capillary leader will explore the newfangled 

growth as capillaries. Sequentially best (most excellent) 

and worst are found, and preceding values will be 

modernized continuously. Then through the Heart 

memory parameter (HMP) solution which violates the 

boundary will be identified. HMP possesses the BCL 

and its CDF values. Heart memory parameter 

considering rate (HMPCR) varies between 0and 1 and 

will select the new-fangled value from the stored values. 

In this work, HMP is taken as 5.0, and HMPCR is taken 

as 0.955, respectively. Heart memory parameter (HMP) 

will save the most excellent solutions, and it will be 

sequentially modernized iteration by iteration. HMP 

exploration has been balanced in the projected 

algorithm. 
 

a. Start. 

b. In the exploration space, the preliminary 

position of the capillary leader is arbitrarily 

initialized by,  

𝑌𝑖,𝑗
0 = 𝑌𝑚𝑖𝑛𝑖𝑚𝑢𝑚 + 𝑟𝑎𝑛𝑑𝑜𝑚 ∙ (𝑌𝑚𝑎𝑥𝑖𝑚𝑢𝑚 −

𝑌𝑚𝑖𝑛𝑖𝑚𝑢𝑚). 

c. For every capillary leader, the Coronary 

development factor (CDF) value is computed 

by, 

𝐶𝐷𝐹𝑖
𝑡 =

1 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖⁄

∑1 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖⁄
, 𝑖 = 1,2, . . , 𝑁𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛; 

𝐶𝐷𝐹𝑐
𝑡 =

1 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑐⁄

∑1 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖⁄
. 

d. Heart memory parameter (HMP) will be 

utilized for storing the most excellent capillary 

leader and its Coronary development factor 

(CDF) value. The stored capillary leader will 

be added to the population, and equivalent to 

that poor (worst) capillary leader will be 

removed. 

e. Then the capability of the exploration has been 
augmented by adding a particular parameter 
“SP” inside the value of (0, 1), and it also 
evades the early convergence (during 
exploration, the beginning value is 0.1, and it 
increased to 0.3 to induce the superior 
exploitation), mainly it will specify about the 
changing the mechanism of the capillary 
leader, and is defined as follows: 

𝑆𝑃 = 𝜔𝑚𝑖𝑛𝑖𝑚𝑢𝑚 +

+ (
𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛

𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑚𝑎𝑥𝑖𝑚𝑢𝑚
(𝜔𝑚𝑎𝑥𝑖𝑚𝑢𝑚 − 𝜔𝑚𝑖𝑛𝑖𝑚𝑢𝑚)). 

f. Apply the equations below when  

𝑅𝑎𝑛𝑑𝑜𝑚𝑖 < 𝑆𝑃; 
𝑌𝑖,𝑗

𝑡+1 = 𝑌𝑖,𝑗
𝑡 + 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 ∙

𝐷𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 𝑓𝑎𝑐𝑡𝑜𝑟(𝐷𝑓) ∙ (𝑌𝑐,𝑗
𝑡 − 𝑅𝑎𝑛𝑑𝑜𝑚 ∙

𝑌𝑖,𝑗
𝑡 ) , 𝑖 = 1 𝑎𝑛𝑑 𝑁𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 , 𝑗 =

1 𝑎𝑛𝑑 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠; 

{
𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 = −1 ;   𝑖𝑓 𝐶𝐷𝐹𝑐

𝑡 < 𝐶𝐷𝐹𝑖
𝑡  

𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛        𝑒𝑙𝑠𝑒
  

𝑌𝑐,𝑗 =
∑

𝑌𝑗

𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖

𝑁 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
𝑖=1

∑
1

𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖

𝑁 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
𝑖=1

  , 

𝑗 = 1, 2, . . . , 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 . 
or else 

𝑌𝑖,𝑗 = 𝑌𝑚𝑖𝑛𝑖𝑚𝑢𝑚,𝑗 + 𝑟𝑎𝑛𝑑𝑜𝑚 ∙ (𝑌𝑚𝑎𝑥𝑖𝑚𝑢𝑚,𝑗 −

−𝑌𝑚𝑖𝑛𝑖𝑚𝑢𝑚,𝑗). 

g. Concerning the objective function values, the 
capillary leader will be modernized and 
classified. 

h. Then the modernization and classification of 
the capillary leader is done by  

𝑌𝑗
𝑡+1 = 𝑌𝑖,𝑗

𝑡  + 𝛼 ∙ 𝑟𝑎𝑛𝑑𝑜𝑚 ∙ (𝑌𝑏𝑒𝑠𝑡,𝑗
𝑡 −

−𝑌𝑤𝑜𝑟𝑠𝑡,𝑗
𝑡 ). 

i. Concerning the objective function values, the 
capillary leader will be modernized and 
classified. 

j. Through the heart memory parameter (HMP), 
the most excellent capillary leader (BCL) will 
be preserved. 

k. The procedure will be stopped once the 
predefined value is reached or else go to step 
“c”  

l. End. 

3 Results and Discussion 

Projected HTO, SCCS algorithms have been tested in 

the standard IEEE 30 bus system [60]. Tables 1–4 

compare values between proposed and reported 

algorithms for the IEEE 30 bus system. Figures 1–3 give 

a graphical comparison between the methodologies 

regarding power loss, voltage stability improvement, 

voltage deviation, and multi-objective problem 

formulation. Real power loss reduction has been 

achieved with voltage stability enhancement with 

minimization of voltage deviation. 
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Table 1 – Comparison of total power loss 

Method Power loss (MW) 

Hybrid PSO-TS [53] 4.5213 

TS [53] 4.6862 

Basic PSO [53] 4.6862 

ALO [54] 4.5900 

QO-TLBO [55] 4.5594 

TLBO [55] 4.5629 

Standard GA [56] 4.9408 

S.PSO [56] 4.9239 

HAS [56] 4.9059 

S-FS [57] 4.5777 

IS-FS [57] 4.5142 

SFS [59] 4.5275 

HTO 4.5080 

SCCS 4.5089 

Table 2 – Comparison of voltage deviation 

Method Voltage deviation (PU) 

BPSO-TVIW [58] 0.1038 

BPSO-TVAC [58] 0.2064 

SPSO-TVAC [58] 0.1354 

BPSO-CF [58] 0.1287 

PG-PSO [58] 0.1202 

SWT-PSO [58] 0.1614 

PGSWT-PSO [58] 0.1539 

MPG-PSO [58] 0.0892 

QO-TLBO [55] 0.0856 

TLBO [55] 0.0913 

S-FS [57] 0.1220 

ISFS [57] 0.0890 

SFS [59] 0.0877 

HTO 0.0869 
SCCS 0.0867 

Table 3 – Comparison of L-Index 

Method L-index (PU) 

BPSO-TVIW [58] 0.1258 

BPSO-TVAC [58] 0.1499 

SPSO-TVAC [58] 0.1271 

BPSO-CF [58] 0.1261 

PG-PSO [58] 0.1264 

SWT-PSO [58] 0.1488 

PGSWT-PSO [58] 0.1394 

MPG-PSO [58] 0.1241 

QO-TLBO [55] 0.1191 

TLBO [55] 0.1180 

ALO [54] 0.1161 

ABC [54] 0.1161 

GWO [54] 0.1242 

BA [54] 0.1252 

S-FS [57] 0.1252 

IS-FS [57] 0.1245 

SFS [59] 0.1007 

HTO 0.1004 
SCCS 0.1003 

 

 

Figure 1 – Comparison of real power loss 

 

Figure 2 – Comparison of voltage deviation 

 

Figure 3 – Comparison of L-index 

 

HTO, SCCS algorithms have been evaluated in 

IEEE 30 bus system without considering L-index [40]. 

In Table 4, comparisons of results are presented. 

Figure 4 gives a graphical comparison between the 

methodologies concerning power loss. Power loss 

reduction has been achieved. Percentage of power loss 

reduction improved concerning the base case. 

Table 4 – Power loss comparison 

Parameters 

Value of  

base case  

[47] 

Modified  

particle  

swarm  

optimization  

[47] 

Basic 

particle  

swarm  

optimization  

[46] 

Standard  

evolutionary  

programming  

[45] 

Self-adaptive  

real coded  

genetic  

algorithm 

[45] 

HTO SCCS 

Percentage of power loss reduction 0.000 8.400 7.400 6.600 8.300 17.94 17.77 

Real power loss, MW 17.550 16.070 16.250 16.380 16.090 14.40 14.43 
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Figure 4 – Comparison of real power loss 

From the above results and comparison, it is evident 

that real power loss has been reduced comparatively. 

Voltage stability enhancement and voltage deviation 

minimization are attained. The percentage of power loss 

reduction has been improved substantially. Overall 

comparison has been made with standard algorithms – 

Differential evolution, Gravitational search algorithm, 

Hybrid Artificial Physics–Particle Swarm Optimization, 

Modified particle swarm optimization, Basic particle 

swarm optimization Hybrid PSO-Tabu search (PSO-

TS), Ant lion (ALO), quasi-oppositional teaching 

learning-based (QOTBO), improved stochastic fractal 

search optimization algorithm (ISFS), harmony search 

(HS) and improved pseudo-gradient search particle 

swarm optimization. The projected Heat Transfer 

Optimization (HTO) algorithm and the Simulated 

Coronary Circulation System (SCCS) optimization 

algorithm reduced the power loss effectively. 

4 Conclusions 

In this paper, the heat transfer optimization (HTO) 

algorithm and simulated coronary circulation system 

(SCCS) optimization algorithm successfully solved the 

problem. In HTO object’s temperature is considered as 

the position is its position, and the heat energy will be 

transferred to objects surrounding it. Then new-fangled 

positions are modernized through new temperature 

conditions. Newton’s law of cooling temperature will be 

updated in the proposed HTO algorithm. Then the 

objects are arranged in increasing order concerning the 

objective function value. Objects are grouped into two 

modes concerning temperature as 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒1 is 

ecological one for another object 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒𝑛

2
+1

 

which is in cooling condition. In the SCCS optimization 

algorithm, few capillaries which form a preliminary 

group is designated as the population. Then the main 

arteries are taken as the variables of the problem. 

Through the Heart memory parameter (HMP) solution 

which violates the boundary will be identified. HMP 

possesses the most excellent capillary leader (BCL) and 

Coronary development (CDF) values. Heart memory 

parameter considering rate (HMPCR) varies between 

0and 1 and will select the new-fangled value from the 

stored values. The capability of the exploration has been 

augmented by adding a particular parameter “SP” inside 

the value of (0, 1), and it also evades the early 

convergence (during exploration, the beginning value is 

0.1, and it increased to 0.3 to induce the superior 

exploitation), mainly it will specify about the changing 

the mechanism of the capillary leader. Proposed HTO, 

SCCS algorithms verified in standard IEEE 30- bus test 

system with L-index. Then algorithms are evaluated in 

the IEEE 30 bus test system devoid of L-index. Power 

loss minimization, voltage deviation minimization, and 

voltage stability enhancement have been attained. 

Nomenclature 

OBF – minimization of the objective function; 

L, M – control and dependent variables of the optimal 

reactive power problem; 

r – consist of control variables; 
(𝑄𝑐)  – reactive power compensators; 

T – dynamic tap setting of transformers; 

(𝑉𝑔) – level of the voltage in the generation units; 

u – consist of dependent variables; 

𝑃𝐺𝑠𝑙𝑎𝑐𝑘  – slack generator; 

𝑉𝐿 – voltage on transmission lines; 

𝑄𝐺  – generation unit’s reactive power; 

𝑆𝐿 – apparent power; 

NTL – number of transmission line indicated by the 

conductance of the transmission line between the 

𝑖𝑡ℎ 𝑎𝑛𝑑 𝑗𝑡ℎ buses; 

Ø𝑖𝑗  – phase angle between buses i and j; 

𝑉𝐿𝑘 – load voltage in 𝑘𝑡ℎ load bus; 

𝑉𝐿𝑘
𝑑𝑒𝑠𝑖𝑟𝑒𝑑 – voltage desired at the 𝑘𝑡ℎ load bus; 

𝑄𝐺𝐾  – reactive power generated at 𝑘𝑡ℎ load bus 

generators; 

𝑄𝐾𝐺
𝐿𝑖𝑚 – reactive power limitation; 

𝑁𝐿𝐵, 𝑁𝑔 – number load and generating units; 

Tt – transformer tap; 

Gen volt – generator voltage; 

DE – differential evolution; 

GSA – gravitational search algorithm; 

APOPSO – Adapted Particle Swarm Optimization; 

MPSO – Modified Particle Swarm Optimization; 

PSO – Particle Swarm Optimization; 

EP – evolutionary programming; 

SARGA – self-adaptive real coded genetic algorithm. 
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Abstract. Direct current (DC) servomotor-based parabolic antenna is automatically positioned using control 

technique to track satellite by maintaining the desired line of sight for quality transmission and reception of 

electromagnetic wave signals in telecommunication and broadcast applications. With several techniques proposed in 

the literature for parabolic antenna position control, there is still a need to improve the tracking error and robustness of 

the control system in the presence of disturbance. This paper has presented positioning control of DC servomotor-based 

antenna using proportional-integral-derivative (PID) tuned compensator (TC). The compensator was designed using 

the control and estimation tool manager (CETM) of MATLAB based on the PID tuning design method using robust 

response time tuning technique with interactive (adjustable performance and robustness) design mode at a bandwidth 

of 40.3 rad/s. The compensator was added to the position control loop of the DC servomotor–based satellite antenna 

system. Simulations were carried out in a MATLAB environment for four separate cases by applying unit forced input 

to examine the various step responses. In the first and second cases, simulations were conducted without the 

compensator (PID TC) in the control loop assuming zero input disturbance and unit input disturbance. The results 

obtained in terms of time-domain response parameters showed that with the introduction of unit disturbance, the rise 

time improved by 36 % (0.525–0.336 s) while the peak time, peak percentage overshoot, and settling time deteriorate 

by 16.3 % (1.29–1.50 s), 43.5 % (34.7–49.8 %), and 7.6 % (4.35–4.68 s), respectively. With the introduction of the 

PIDTC for the third case, there was an improvement in the system’s overall transient response performance parameters. 

Thus to provide further information on the improved performance offered by the compensator, the analysis was done 

in percentage improvement. Considering the compensated system assuming zero disturbance, the time-domain response 

performance parameters of the system improved by 94.1, 94.7, 73.1, and 97.1 % in terms of rising time (525–30.8 ms), 

peak time (1,290–67.9 ms), peak percentage overshoot (34.7–9.35 %), and settling time (4.35–0.124 s), respectively. 

In the fourth case, the compensator’s ability to provide robust performance in the presence of disturbance was examined 

by comparing the step response performance parameters of the uncompensated system with unit input disturbance to 

the step response performance parameters of the compensated system tagged: with PID TC + unit disturbance. The 

result shows that PID TC provided improved time-domain transient response performance of the disturbance handling 

of the system by 91.0, 95.4, 80.0, and 93.1 % in terms of rising time (336–30.5 ms), peak time (1500–69.1 ms), peak 

percentage overshoot (34.7–10.0), and settling time (4.68–0.325 s), respectively. The designed compensator provided 

improved robust and tracking performance while meeting the specified time-domain performance parameters in the 

presence of disturbance. 

Keywords: antenna, compensator, direct current servomotor, proportional-integral-derivative tuned compensator, 

positioning control.

1 Introduction 

Parabolic antennas are mechanical structures that 

serve as essential telecommunication and broadcast 

equipment components used to transmit and receive 

signals. These antennas are used to establish 

communication between observers on the earth and 

satellite in space. Usually mounted at earth stations, 

parabolic antennas are employed in satellite tracking 

applications and are subject to environmental actions 

such as wind disturbance. 

One of the environmental disturbance effects is the 

changes it can cause on the azimuth positioning control 

of a satellite dish. Thus, this problem has attracted 
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research attention in the positioning control of antennas 

[1]. The interests elicited by azimuth positioning control 

can be attributed to the significant roles and enhance 

performances that it would provide for efficient satellite 

dish communication. With many control methods 

proposed to achieve optimum azimuth position, such 

positioning remains a control problem [2].  

Direct current (DC) servomotor-based control 

techniques have been used to position parabolic antenna 

for satellite tracking automatically. The application of 

fuzzy proportional-integral-derivative (Fuzzy-PID) 

control technique and conventional PID controller to 

achieve optimum satellite tracking performance has 

been proposed by Hoi et al. [3]. The step response of the 

Fuzzy-PID and conventional PID revealed the presence 

of chattering. A discrete control system using a PID 

control algorithm to get enhanced control of satellite 

dish angle was proposed by Xuan et al. [4]. The 

weakness of this work can be attributed to the lack of 

proper tuning of the PID gains for accurate results. 

Considering the case of overseas satellite 

telecommunication, Soltani et al. [5] applied a control 

system to direct onboard motorized antenna towards a 

selected satellite using Fault Tolerant Control (FTC) 

technique. However, the FTC scheme was not 

sufficiently robust to address the detected fault in the 

response. The uses of PID and Linear Quadratic 

Gaussian (LQG) or Linear Quadratic Regulator (LQR) 

for positioning control of antenna azimuth were 

presented by [6, 7]. The performance of either PID-LQG 

or PID-LQR degrades due to nonlinearity and delay as 

the system approaches the setpoint. Although a much-

improved performance in terms of reduced settling time 

and reduced overshoot was reported by Okumus et al. 

[8] to have been achieved using Fuzzy Logic Controller 

(FLC) and Self-Tuning Fuzzy Logic Controllers 

(STFLC), the chattering process was said to be the 

weakness of the system. Uthman and Sudin [2] used the 

PID controller and state feedback controller technique 

for the control of satellite antenna azimuth position 

control. However, the system is prone to a nonlinear 

effect. Fandak and Okumus [9] applied PID, FLC, and 

Sliding Model Control (SMC) techniques for antenna 

azimuth position control. It was reported that the 

performances of the PID and FLC controllers were 

affected by periodic noise, while the SMC controller 

was not affected. However, the weaknesses of SMC 

control is the chattering effect. In order to improve the 

performance of the antenna position control system, 

Onyeka et al. [10] used a Model Predictive Controller 

(MPC). Though the design specifications were realized 

in work, the designed MPC parameter seems inadequate 

to offer robust performance in the presence of 

disturbance. Application of PID controller and a low 

pass filter applied to setpoint input aim at improving the 

performance response of mobile satellite antenna 

network within Nigeria was presented by Eze et al. [11]. 

Though the system was reported to have achieved better 

response performance than the existing system, there 

was weakness in providing optimum performance in 

terms of rising time and peak time compared to the 

existing system, and the effect of disturbance was not 

considered. Because of these proposed systems and the 

nonlinear characteristics of the satellite antenna due to 

the uncertainties caused by wind actions and other 

environmental disturbances, there is still a control 

problem. There is a need for improved robustness to 

disturbance handling while maintaining reduced 

tracking error for effective antenna azimuth position 

control, which justifies this study. 

In this paper, the objective is to design a compensator 

to address the problem of antenna azimuth position 

control deterioration caused by disturbance for quality 

communication and achieving the design requirements 

standard of a practical industrial system in the time 

domain given as the rising time of less than or equal to 

4 s, peak percentage overshoot of less than or equal to 

10 % and settling time of less than or equal to 5 s [7]. A 

controller is proposed to ensure robust performance for 

effective satellite tracking and line of sight operation 

even in the presence of disturbance. The remaining part 

of this paper is divided into four sections, namely, 

system description and DC servomotor modeling, 

design of PID TC, simulation results and discussion, and 

conclusion. 

2 Research Methodology 

2.1 System description 

The structure of a DC servomotor-based antenna 

positioning control system is presented in the form of a 

block diagram in Figure 1. 

 

Figure 1 – Block diagram of position control satellite antenna 
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The system has two transducers, which are 

potentiometers for converting angular input and angular 

output (mechanical quantities) to equivalent voltage 

values (electrical quantities) at the input and output. The 

angular input is the reference position, which is the first 

input to the summing point after being converter to 

equivalent voltage magnitude (voltage proportional to 

input) by the input potentiometer and serves as the 

azimuth’s desired position or elevation motor is required 

to attain. The second input to the summing point is the 

voltage proportional to the output obtained from the 

angular output (output position) conversion by the 

feedback potentiometer. The difference between the two 

inputs to the summing point is the error signal fed into 

the controller that manipulates the error signal and gives 

out an appropriate manipulated or control signal to 

rotate the motor in either direction in line with the sign 

of the error signal, positive or negative [7]. The error 

signal reduces to zero as the desired position is 

approached, thereby bringing the motor to a stop [7]. 

2.2 DC servomotor modeling 

It is necessary to provide the mathematical 

expression of the dynamics of the DC motor, which is 

very important in realizing the paper’s objective. 

Figure 2 is an illustration of an armature-controlled DC 

motor for the antenna positioning control system. 

The DC motor diagram in Figure 2 consists of two 

main parts: the electrical components (part A) and the 

mechanical components (part B). The applied voltage to 

the motor’s armature varies without changing the 

applied voltage to the field in armature controlled 

separately excited DC motor. Applying Kirchhoff’s 

voltage law (KVL) and the law of dynamic motion to the 

DC motor in Figure 2 gives the following mathematical 

expressions: 

(t)E
dt

(t)dI
L(t)IR(t)V b

a
aaaa ++= ; (1) 

( )
dt

tdθ
K(t)ωK(t)E BmBb == ;  (2) 

(t)IK(t)T aTm = ,   (3) 

where Va(t) – applied voltage; EB(t) – back 

electromotive force (emf); Tm(t) – motor torque;  

Ra – armature resistance; Ia(t) – armature current;  

La – armature inductance; KB – back-emf constant;  

KT – motor torque constant, ωm(t) – the angular velocity; 

θ(t) – the angular position. 

Substituting equation (2) into (1) gives 

( )
dt

tdθ
K(t)R

dt

(t)dI
L(t)V BaaI

a
aa ++= . (4) 

 

Figure 2 – DC motor diagram 

The equation of the torque is given by: 

( ) ( )
(t)IK

dt

tdθ
B

dt

tθd
J aTa

2

a =+ .  (5) 

Taking the Laplace transform of equations (4) and (5) 

assuming zero initial conditions give: 

( )ssθK(s)IR(s)sIL(s)V Baaaaa ++=
 (6) 

( ) ( ) (s)IKsθBsθsJ aTa
2

a =+
  (7) 

Making current the subject in (6) and (7), and 

equating both gives: 

( ) ( )

T

a
2

a

aa

Ba

K

ssθBθ(s)sJ

sLR

ssθK(s)V +
=

+

−
. (8) 

The ratio of the output (angular output) to the applied 

voltage is given by: 

( )
 BTaaaa

T

a KK)Bss)(JL(Rs

K

(s)V

sθ

+++
= . (9) 

The block model of the DC servomotor dynamic is 

shown in Figure 3. 
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Figure 3 – Closed-loop block model of DC motor dynamic 

The transfer function from reference input (applied 

voltage) to the angular velocity as shown in Figure 3 

(assuming disturbance is zero) is given by: 

( )
 BTaaaa

T

a KK)Bss)(JL(R

K

(s)V

sω

+++
= . (10) 

The transfer function expressions in equations (9) and 

(10) are relevant to the electrical-mechanical motion 

analysis of the DC motor responsible for the antenna’s 

azimuth/elevation positioning. 

The armature circuit inductance La is usually 

negligible in a fixed motor [13] and KT = Ka, Ra >> La 

[7]. Thus, equation (10) is reduced to: 

( )

( )aBTa
2

a

aT

a RKKBssJ

RK

(s)V

sθ

++
=  . (11) 

Substituting the equivalent values for the moment of 

inertia and the viscous friction coefficient, equation (11) 

is expressed: 

( )

( )aBTm
2

m

maT

a RKKBssJ

JRK

(s)V

sθ

++
= . (12) 

Dividing numerator and denominator by Jm, equation 

(12) is expressed given by: 

( )
( )m

m

a ass

K

(s)V

sθ

+
= .

  

(13) 

where Bm – the equivalent viscous friction coefficient; 

Jm – the equivalent moment of inertia; Km – motor and 

load gain; am – the motor and load pole: 

,
JR

K
K

ma

T
m =

am

BTam
m

RJ

KKRB
a

+
= . 

The parameters of the system, as well as the DC 

servomotor, are given in Table 1. Using a gear ratio, the 

transfer function relating the angular position and 

armature voltage is given by: 

( )
( ) 1.71)s(s

0.2083

ass

K
0.1

(s)V

sθ

m

m

a +
=

+
=  (14) 

With a = 100, K1 = 100, and Kpot = 0.318 defined in 

Table 1, the closed-loop diagram shown in Figure 4 has 

a transfer function for antenna DC servomotor system 

given by: 

( )
( ) 6.63K171s101.71ss

6.63K

sθ

sθ
)(

23
i

o

+++
==sGp . (15) 

According to the Routh-Hurwitz criterion, the system will 

give a stable response with a gain K of the preamplifier in 

the range 0 < K < 2,623 [1, 7, 12]. The gain has been 

chosen in this paper to be 100 for design convenience and 

energy consumption reduction. 

Table 1 – Parameters of the model with DC servomotor [1, 4, 7] 

Quantity Definition Value 

a Power amplifier pole 100 

am Motor and load pole 1.71 

ba Motor dampening constant 0.01 N·m/rad 

BL Load dampening constant 1 N·m·s/rad 

Bm Viscous friction coefficient 0.02 N·m·s/rad 

Ja Motor inertia constant 0.02 kg·m2 

JL Load inertia constant 1 kg·m2 

Jm Equivalent moment of inertia 0.03 kg·m2 

K preamplifier gain – 

K1 Power amplifier gain 100 

KB Back emf constant 0.5 V·s/rad 

Kg Gear ratio 0.1 

Km Motor and load gain 2.083 

Kpot Potentiometer gain 0.318 

KT Motor torque constant 0.5 N·m/A 

La Motor armature inductance 0.45 H 

N Turns on potentiometer 10 

N1/N2/N3 Gear teeth, respectively 25/250/250 

Ra Motor armature resistance 8 Ohm 

V Voltage across potentiometer 10 V 
 

The closed-loop block diagram of the antenna DC 

servo motor control system is shown in Figure 4. 
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Figure 4 – Closed-loop block diagram of antenna DC servomotor control system

2.3 Design of PID tuned compensator and system 

configuration 

The compensator is used in a control system when the 

response is very unstable and required to be stabilized to 

achieve specified performance. Since the studied DC 

servomotor-based satellite antenna shows some degree 

of instability and it is prone to environmental 

disturbance, a compensator has been designed using the 

Control and Estimation Tool Manager (CETM) of 

MATLAB and added to the position control loop to 

achieve improved transient response and robustness 

with better stability performance. The design method is 

based on PID Tuning using robust response time as the 

tuning method with interactive (adjustable performance 

and robustness) design mode in the frequency domain. 

The tuning bandwidth is 40.3 rad/s. The closed diagram 

of the system with the designed compensator and an 

input disturbance is shown in Figure 5. 

 

Figure 5 – Block diagram of DC servomotor-based position control 

The compensator is given by: 

)0024.01(

)8.21)(32.01(
2507.7)(

ss

ss
sC

+

++
= . (16) 

The closed-loop transfer function without the 

compensator assuming unit disturbance is given by:

11729.71198.511228.511222.210742.910466.2

09441.608809.808296.106421.404275.68.406

11729.711984.411992.311319.110941.4

09869.709537.107183.405046.41326

2345

6789101112

234

56789

esesesesese

sesesesesess

esesesese

seseseses

Gd

+++++

++++++

++++

+++++

=

 (17)

The closed-loop transfer function with the 

compensator assuming zero disturbance is given by: 

(s)GC(s)1

(s)GC(s)
(s)G

p

p
cp

+


= .  (18) 

Hence substituting the expressions in equations (15) 

and (16) into (18) gives: 

3989)85.28s3.443)(s429.3)(s(s

3.125)0.3571)(ss1.7947e06(
)(G

2cp
++++

++
=s .  (19) 

Using a similar approach for closed-loop transfer 

function assuming a step input disturbance D(s) in [14], 

the expression for the closed-loop representation of the 

DC servomotor-based antenna position control system 

in Figure 5 is given by: 
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where Gdp(s) is the expression for the transfer 

function due to unit disturbance D(s) in equation (21), 

and it is given by: 















+
=

)(GC(s)1

(s)G
(s)G

p

p
dp

s
. (22) 

Therefore, 

6.626)1.643s3.125)(s100.1)(s(s

6.626)1.643s100.1)(s416.7)(s4(s3.6942e
(s)G

2

2

dp
++++

++++−
=

(23) 

Hence, equation (20) becomes: 

)398928.85)(626.6643.1(

)3397.0)(3571.0)(125.3)(443.3)(1.100)(3.429(

)06426.21082(

)3.10405.6)(1205.06936.0)(1.100)(2010(46942.3

)(

22

2

22

++++

++++++

+−

++++++−

=

sss

ssssss

ess

sssssse

so

(24) 

A detailed dynamic representation of the loop 

configuration of a DC servomotor-based satellite 

antenna position control system with unit step input 

applied to it represents the reference position the system 

is required to attain for an optimum line of sight to 

ensure quality communication is required achieved. 

When subject to environmental disturbance (using unit 

input), the dynamic of the system has been presented as 

well. 

3 Results 

In this section, the results and analysis of the system’s 

performance based on simulation conducted in terms of 

unit step input in the MATLAB environment are 

presented as follows. The simulations conducted are 

basically for four cases and include the system without 

a compensator (zero disturbance), without compensator 

(plus unit input disturbance), with compensator (zero 

disturbance), and with compensator (plus unit input 

disturbance). The time-domain step response 

performance analysis of the system for each case is 

presented in Table 2. 

Parameters tr, tp, POS, and ts are the rise time in 

second, peak time in second, peak percentage overshoot, 

and settling time in second, respectively. 

Table 2 – Time domain transient response performance parameters of the system to the unit step input 

System )(str  (s)tp  )POS(%  (s)ts  

Without a compensator (zero disturbance) 0.525 1.29 34.7 4.35 

Without compensator (plus unit input disturbance) 0.336 1.50 49.8 4.68 

with compensator (zero disturbance) 0.0308 0.0679 9.35 0.124 

with compensator (plus unit input disturbance) 0.0305 0.0691 10 0.325 

 

The responses of the system are presented in 

Figures 6–11. 

 

Figure 6 – Step response of the system (uncompensated) 

 

 

Figure 7 – Step response of the system with unit input 

disturbance (uncompensated) 
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Figure 8 – Step response of the system with PID TC  

(zero disturbance) 

 

Figure 9 – Step response of the system with PID TC  

plus disturbance 

 

Figure 10 – Step responses of the system with PID TC  

(with and without disturbance) 

 

Figure 11 – Step responses of the system for uncompensated  

and compensated with and without disturbance 

The percentage improvement in time domain 

performance parameters of the system with the 

introduction of PID TC is presented in Table 3. 

The analysis was done using expression 

100
P

PP
et%Improvemn

teduncompensa

dcompensateteduncompensa


−
= , (25) 

where Puncompensated, and Pcompensated are the 

performance of the system without and with PID TC, 

respectively. 

4 Discussion 

The time-domain step response performance 

characteristics of the system for each case simulated in 

this paper are shown in Table 1. While Table 2 shows 

the percentage improvement of the system based on the 

introduction of PID TC in terms of system with 

compensator and system plus disturbance with 

compensator. It can be deduced from Table 2 that with 

the uncompensated system, considering the high peak 

percentage overshoot, there is a considerable instability 

effect associated with the performance of the antenna 

positioning for optimum response. From the point of 

view of the uncompensated system, it can be seen 

looking at Table 2 that with the introduction of unit 

disturbance, the rise time improved by 36 % (0.525 s to 

0.336 s) while the peak time, peak percentage overshoot, 

and settling time deteriorate by 16.3 % (1.29 s to 1.50 s), 

43.5 % (34.7 % to 49.8 %), and 7.6 % (4.35 s to 4.68 s), 

respectively. 

With the introduction of the PID TC, it can be seen in 

Table 1 that there is an improvement in the overall 

transient response performance of the time domain 

parameters of the system. Thus to provide further 

information on the improved performance offered by the 

compensator, the analysis has been done in percentage, 

as shown in Table 3. 

Table 3 – Percentage improvement in time domain performance parameters based on PID TC introduction, % 

System  Rise time Peak time Peak overshoot Settling time 

With PIDTC (zero disturbance) 94.1 94.7 73.1 97.1 

With PIDTC + unit  disturbance 91.0 95.4 80.0 93.1 
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Considering zero-disturbance compensated systems, 

it can be deduced from Table 2 that the time-domain 

response performance parameters of the system 

improved by 94.1, 94.7, 73.1, and 97.1 % in terms of 

rising time (0.525 s to 0.0308 s), peak time (1.29 s to 

0.0679 s), peak percentage overshoot (34.7 % to 

9.35 %), and settling time (4.35 s to 0.124 s), 

respectively. 

The compensator’s ability to provide robust 

performance in the presence of disturbance can be seen 

in Table 2 by comparing the step response performance 

parameters of the uncompensated system with unit 

disturbance to the step response performance parameters 

of the compensated system with unit disturbance, 

tagged: with PID TC + unit step disturbance. The result 

shows that PID TC provided improved time-domain 

transient response performance of the disturbance 

handling of the system by 91.0, 95.4, 80.0, and 93.1 % 

in terms of rising time (0.336 s to 0.0305 s), peak time 

(1.50 s to 0.0691 s), peak percentage overshoot (34.7 to 

10.0), and settling time (4.68 s to 0.325 s). 

5 Conclusions 

The primary objective of this paper is to design a 

compensator that will provide robust response 

performance in the presence of disturbance so as to 

achieve improved error tracking and robustness. In this 

case, the tracking of unit step input represents the 

desired position for a DC servomotor-based satellite 

antenna position control system and corresponds to an 

effective line of sight operation for quality 

communication. With the modeling of the system and 

the subsequent design of PID TC, simulations were 

conducted basically for two categories. The first 

category of simulations is when the PID TC has not been 

added to the control loop, while the second category is 

when the PID TC has been added into the loop. The 

results obtained show that the designed compensator 

provided improved robust and tracking performance 

while meeting the specified time-domain performance 

parameters in the presence of disturbance. 
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Abstract. This paper aims to design a new model of the third-stage carrier assembly used in a planetary gearbox as 

a single part component with improved strength and fatigue life properties and lower production costs. First, the 

mounting carrier assembly is subjected to static, fatigue, and modal analysis, and based on obtained results, the 

operating conditions that ensure its trouble-free operation are proposed. In the next step, new designs of the carrier as 

a single piece component are proposed and subjected to similar analyses. The proper numerical analysis method is 

chosen to evaluate the fatigue life, total deformation, and von Misses stress for each new model. Based on these results, 

the best design is chosen and submitted to further improvement, ensuring a weight reduction of 5 %. This last model 

of the carrier assembly is the most optimal solution since the maximum deformation values decreased by more than 

55 %, and the maximum von Misses stresses decreased by almost 38 %, which increased fatigue life. A more 

comprehensive range of operating conditions for the optimized carrier is proposed to ensure its suitability for use in 

each gearbox. The finite element method analysis is performed in ANSYS. 

Keywords: planetary carrier, planetary gearbox, finite elements method, numerical analysis.

1 Introduction 

Finite element method (FEM) analysis is a computer-

based analytical tool used to simulate and analyze systems 

and products, especially those used in mechanical 

engineering. Its ability to replace physical tests and predict 

the material behavior more effectively based on the given 

input parameters has become an integral part of the 

production process. One of the many applications of FEM 

is the numerical analysis of gearboxes – design 

improvement, an increase of the fatigue life, damage 

prediction, etc. [1]. 

The main task of the gearboxes, in general, is 

the transformation of the mechanical energy and rotary 

motion between the driveshaft and the driven shaft. There 

are numerous advantages of the planetary gears compared 

to the parallel gears, especially in terms of their power 

density, relatively low weight, compact structure, 

kinematic flexibility, or self-centering ability [2].  

Planetary gears are used in systems where high torque 

production is necessary because their construction enables 

the uniform distribution of load between several planet 

gears, which makes them also more resistant to damage. 

They are part of the systems and machines used in the 

automotive and aerospace industry, and in general, they 

are usually applied in the final stages of major 

transmissions [3]. 

The tasks are to perform numerical analysis of a 

mounted planetary carrier used as a crusher machine drive. 

The carrier assembly is subjected to the prescribed acting 

forces. After a detailed evaluation of the results, it will be 

possible to determine whether the carrier can transfer the 

prescribed load without failure. Both static and fatigue life 

analyses are performed in ANSYS. 

In the next step, new carrier designs as a single part 

component are modeled and submitted to numerical 

analysis. Based on the obtained results, the most suitable 

variant is recommended to replace the mounted carrier. 

Subsequently, the primary operating conditions are 

defined based on the fatigue life and modal analysis. 

2 Literature Review 

Planetary gearboxes are the most complex types of gear 

arrangements. They are applied in systems where it is 

necessary to use gears with low weight or small 

dimensions because of the lack of space and reduce high 

speed and torque. This requirement applies to a wide range 
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of industries, including turbine engines, tractors, automatic 

transmissions, construction equipment, and even electric 

screwdrivers [4]. 

These systems basically consist of 4 main parts 

(Figure 1): sun gear, carrier, planet gears, ring gear [3]: 

 

Figure 1 – Planetary gear parts 

By fixing one of the coaxial elements, it is possible to 

achieve different gear ratios depending on which members 

are fixed. The remaining two elements are used as input 

and output, so we get three types of planetary gears 

summarized in Table 1 [5]. 

Table 1 – Planetary gear ratios determined  

for different fixed elements [5] 

Input Output 
Fixed  

part 
Calculation 

Gear  

ratio 

Sun  

gear 
Carrier 

Ring gear  

(R) 
1 + K/C 3.4:1 

Carrier 
Ring  

gear 

Sun gear  

(S) 
1/(1 + C/K) 0.71:1 

Sun  

gear 

Ring  

gear 

Carrier  

(C) 
–K/C –2.4:1 

 

The third stage carrier analyzed in this paper is a part of 

a gearbox with an arrangement where the fixed member is 

the ring gear, the input is on the sun gear, and the output 

then passes through the carrier. This arrangement provides 

the highest gear ratio but based on other researches 

focusing on the analysis of a similar carrier assembly, 

the effect of high load causes the pins to protrude from the 

body of the carrier what leads to their failure, formation of 

the plastic deformation area and eventually cranks [6]. 

When designing a planetary gear, several conditions 

must be met to avoid interference between the ring and 

planet gears. Interference can result in unworkable 

conditions caused by the teeth of gears cutting into each 

other because of the insufficient number of planet gears 

teeth or inaccurate difference in the number of teeth 

between planet and ring gears [6]. 

1 2  
z z

integer number
x

+
= ;  (1) 

( )2 1 32z z z= +  ,        (2) 

where z1 represents the number of the sun gear teeth, z2 is 

the number of the ring gear teeth, z3 is the number of the 

planet gear teeth, and x is the number of planet gears [5].) 

A complete dynamic analysis of planetary gears is 

demanding even under ideal geometric conditions because 

of the singularities that occur at the points of contact 

between the teeth of the sun gear and planet gears as well 

as between the teeth of planet gears and the ring gear, 

leading to very different values of contact stress [7]. 

In the planetary gearbox, the torque is transmitted from 

the central wheel via satellites to the carrier and the main 

rotor shaft. One of the tools for assessing the condition of 

these components is vibration analysis. The vibrations of 

planetary gears are difficult to analyze. It is necessary to 

consider the influence of several factors, e.g., similar 

vibrations of the planet wheels, multiple and time-varying 

transmission paths from the transmission to 

the transducers, which are usually attached to 

the transmission housing. When these factors are 

combined, they reduce the efficiency of conventional fault 

detection algorithms, so these data sets have been adapted 

specifically for the case of planetary gearboxes and applied 

to the time-synchronous averages of the planetary carrier 

vibrations [8]. 

Today an increasing number of gear designers are using 

loaded tooth contact analysis (LTCA) methods to get 

precise information on the load distribution in both 

dimensions of the flank (lead and profile direction) on the 

entire gear flank. The use of the algorithm is a good 

solution to get proper values for the face load factor KHβ of 

spur and helical gears, but it has also proved to be efficient 

when adapted for planetary systems [9]. 

The current trend is to minimize the weight and the cost, 

and since the structures become lighter, their flexibility is 

more and more critical. Static calculations of stresses in the 

wind gearbox have been widely performed with only rigid 

assumptions. Therefore it is necessary to update 

the calculation methods. A gear element is developed and 

tested in FEM software to be linked to flexible 

components. In typical methods, the gear points and the 

local loads are calculated separately, but with the gear 

elements, the input of the calculation is only the torque and 

the speed [10]. 

The present studies also address having more planet 

gears, which significantly increases the input torque 

density while using flexible pins. In this type of design, the 

pin stiffness and position tolerances are essential 

parameters as they affect the dynamic performances 

significantly. This issue is solved by modeling a double 

cantilevered flexible pin and analyzing the contributions 

of pin stiffness and misalignment applying the lumped 

parameter approach [11]. 

3 Research Methodology 

The analyzed carrier assembly is a part of the planetary 

gearbox manufactured by the Slovak company. It is used 

as a part of a driving mechanism in the crusher machine 

with an axial distance of 650 mm between the crushing 

rollers. Two front-planet towers drive the gearbox while 
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each of them has two hydraulic motors. The output 

transmission ratio is 1:1, so the torque is distributed from 

the planet gearbox equally between two output shafts 

connected to the crushing rollers mounted in a common 

bearing. 

The carrier is made of low-alloy stainless chrome-

molybdenum steel 42CrMo4+QT characterized by 

resistance to abrasive wear and medium shock of dynamic 

forces, higher hardenability for stressed machine parts and 

components such as shafts and couplings. After 

simplifying the geometry of the mounted planetary carrier 

and applying the appropriate adjustments, the resulting 

model has been subjected to analysis (Figure 2). 

 

Figure 2 – Modification of the mounted planetary carrier 

geometry for static analysis 

The automatic meshing method called MultiZone 

meshing was used for the model because of its complexity. 

A finer mesh was applied to the pins and other active load-

bearing components using the mesh size definition 

function to achieve the most accurate results. This 

unevenly distributed mesh of the finite elements is shown 

in Figure 3. 

 

Figure 3 – Assembly model with finite element mesh 

In the last step, the prescribed load was applied by a 

circumferential force perpendicular to each pin. This is the 

force transmitted to the carrier assembly via planet gears 

and pins from the sun gear. 

4 Results 

4.1 Numerical analysis of the mounted carrier 

assembly  

We subjected the carrier assembly to static, modal, and 

fatigue life analysis to predict its service life under a given 

load. 

The most considerable deformations reach a value of 

0.73 mm at the outer edge of the carrier plate. The 

deformations on the main body of the carrier are compared 

to that much smaller as the main body is significantly 

stiffer. The deformation of the screw joint is approximately 

20 % greater than the deformation of the pins, and they are 

both more deformed at the point of contact with the carrier 

plate (Figure 4). 

 

Figure 4 – Total deformation of the mounted carrier assembly 

The stress is concentrated at the edge of the pinhole on 

the main body of the carrier, wherein practice the most 

frequently the zone of wear and subsequent failure occurs. 

(Figure 5). Since the pin is pressed into the main body of 

the carrier with a more extensive interference, the stress 

concentration is lower at the hole in the carrier plate. The 

maximum von Misses stress value exceeds the prescribed 

value of the yield stress for the given material by almost 

4 % at the edge of the hole in the main body of the carrier. 

This is the place where the highest probability of failure 

due to fatigue processes is expected. 

 

Figure 5 – Von Misses stress distribution  

on the mounted carrier assembly 

The mounted carrier can be used in the crusher 

machines designed for 8 hours of continuous trouble-free 

daily operation. Based on a fatigue life analysis, the carrier 

is suitable for this basic operation. However, repeated 
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switching on and off the crusher machine would lead to 

premature failure (formation of the plastic deformation 

areas, cracks, etc.). 

In the last step, the natural frequencies, natural shapes 

of oscillations, and deformations are obtained through 

the modal analysis. The main task is to evaluate the results 

to determine whether the resonance may occur in 

the system in conjunction with the operating frequencies. 

The results of the modal analysis for the first six natural 

shapes are summarized in Table 2. 

Table 2 – Modal parameters of the mounted carrier assembly 

ω, Hz Natural shapes ω, Hz Natural shapes 

902 

 

2118 

 

1091 

 

2262 

 

2091 

 

2738 

 

 

The input angular velocity is 70 Hz, and the output 

velocity is only 1.5 Hz, so based on the results, it is safe to 

say that resonance will not occur in this assembly because 

the mounted carrier is sufficiently rigid and characterized 

by high natural frequencies.  

4.2 Design and numerical analysis of the carrier 

assembly as a single part component 

Based on the evaluation of the graphical representation 

of the natural shapes, it can be assumed that the outer and 

inner edge of the carrier plate is prone to deformation 

because of their lower stiffness. These and several other 

aspects like the available information about the options for 

the carrier construction are considered when designing 

the model as a single part component. The main research 

objective is to improve strength properties, fatigue life and 

provide a broader operating condition. At the same time, 

there must be no significant increase in weight, which 

would lead to an increase in production costs. The material 

of the product does not change. Two new designs are 

created with the screw connections replaced by the 

supports at the outer edge of the carrier plate, while the 

cross-sectional area of the screw joint is used as a reference 

value for the design of the new supports to prevent 

excessive weight gain. Their 3D shape and the resulting 

assembly are shown in Table 3. 

Table 3 – Two new designs of the carrier with supports 

A = 24.7 cm2 

   

A = 34.1 cm2 

   

The basic parameters of the analysis like the material, 

model simplification, contact types, and meshing methods 

remain unchanged. A new type of contact is used between 

the supports and the carrier plate to prevent their 

displacement and separation. The results of these analyzes 

are shown in Figures 6–7. 

 

Figure 6 – Von Misses stress distribution  

and fatigue life of model no. 1 

 

Figure 7 – Von Misses stress distribution  

and fatigue life of model no. 2 

In the next step, new designs were subjected to 

the fatigue life analysis to determine the new range of 

operation conditions. The modal analysis was not 

performed because the carrier proved to be sufficiently 

rigid. The main results for all models submitted to 

the static and fatigue life analysis are shown for better 

comparison in Table 4. 

Table 4 – Results summarization 

Model 
Deformation,  

mm 

von Mises  

stress,  

MPa 

Fatigue life,  

103 cycles 

Original 0.732 665 3.2 

no. 1 0.354 430 16.5 

no. 2 0.478 476 11.1 
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In both models, there is a significant improvement in 

all properties. Even though model no. 2 has a larger cross-

sectional area of supports, the most significant 

improvement can be observed in model no. 1. The main 

body diameter is then reduced so that it is equal to 

the diameter of the carrier plate. This reduction ensures 

a weight loss of 5%, which can positively affect 

production costs. The results of static and fatigue life 

analysis for the final model with reduced diameter are 

shown in Figure 8. 

 

Figure 8 – Von Misses stress distribution and fatigue life  

of the optimized model with reduced diameter 

5 Discussion 

This paper represents a specific use of computer-aided 

FEM in practice, which requires the solution of very 

complex problems. FEM enables testing and optimization 

of machine parts, while the costs are significantly lower 

than performing physical tests. On the other hand, it is also 

beneficial to supplement this method with the results 

obtained from experimental measurements if possible. The 

experimental methods, when applied correctly, represent 

the actual state of the part in specific operating conditions. 

New operating conditions are proposed based on 

the results of numerical analysis (Table 5). Compared to 

the original model, they include a more comprehensive 

range of applications and the use of the crusher machine in 

practice. 

Table 5 – New operating conditions proposal for the optimized 

carrier assembly 

Daily  

operation  

time 

No. of  

switch on  

per hour 

Cycles  

until failure,  

103 

Suitability 

8 hrs 0 0.73 Suitable 

up to 8 hrs 1 5.84 Suitable 

8–12 hrs 1 8.76 Suitable 

12 - 24 hrs 1 17.5 Suitable 

up to 8 hrs 2–3 17.5 Suitable 

8–12 hrs 2 17.5 Suitable 

Planetary gearboxes need to have a large load capacity, 

compact size, and high power density. Therefore, they are 

vulnerable to fatigue crack even when they are well 

designed. Fatigue crack caused mainly by a harsh working 

environment may eventually cause failures of planetary 

gearboxes if not detected early. Many studies also 

investigate the behavior of a planetary gear system with a 

crack. The crack can increase the relative displacement 

between the carrier and ring gear and induce more 

difference in response frequency with gravity and 

clearance [12]. This may lead to a smaller range of 

operating conditions. 

In another study, vibration data from a number of US 

Army UH-60A Black Hawk helicopter transmissions were 

used to test two new methods of detecting a fatigue crack 

in a planet carrier. Vibration measurements of faulted and 

un-faulted transmissions over a range of torque levels in 

controlled test-cell and on-aircraft conditions showed that 

new methods are reliable under test-cell conditions but less 

effective under low-torque on-aircraft conditions [13]. 

These studies could be used for further analysis of the 

optimized carrier assembly to test its reliability in less-

than-ideal conditions when the fatigue crack evolves. 

6 Conclusions 

In this paper, a numerical analysis of the planetary 

carrier assembly was performed in ANSYS. The main aim 

was to evaluate the obtained results and design a new 

carrier model as a single part component with improved 

strength and fatigue life properties.  

The results for equivalent stresses of the mounted 

carrier assembly showed that the stress exceeded the yield 

strength of the material by almost 5 % at the point of 

contact between the pin with the main body of the carrier. 

This is an area where the formation of a plastic 

deformation zone and subsequent failure can be expected. 

The fatigue analysis proved that the maximum number of 

cycles until failure is sufficient only for the continuous 

operation (eight hours a day), and the repeated switching 

on and off would lead to premature failure due to fatigue 

processes. The modal parameters obtained from the modal 

analysis showed that the carrier assembly has high natural 

frequencies and is sufficiently rigid. It is also safe to say 

that resonance will not occur as the operating frequencies 

are significantly lower. 

The new designs were created based on the previous 

results and subjected to analysis. Model no. 1 proved to be 

the most efficient one since the maximum equivalent stress 

was reduced significantly, resulting in an increase in the 

number of cycles until failure. Furthermore, model no. 1 

was modified by reducing its main body diameter to 

minimize its weight. This modification ensured a weight 

reduction of 5 %. 

The last model of the carrier assembly designed as 

a single part component is the most optimal solution for 

the application in the given gearbox. The maximum values 

of deformation decreased by more than 55%. The 

maximum von Misses stresses decreased by almost 38%, 

while the most important is that their value in critical 

places fell below the value of the yield strength of 

the material. Fatigue life has increased almost six times 

compared to the original model, which resulted in a new 

proposal of the operating conditions for the optimized 

carrier, including a broader range of the crusher machines 

applications in practice. The overall summary of the results 

from the mounted carrier to its most optimal shape as a 

single part component is shown in Table 6. 
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Table 6 – Final comparison between the mounted carrier 

assembly, model no. 1, and optimized model 

 
Deformation,  

mm 

von Mises  

stress, MPa 

Fatigue life  

103 cycles 

Original 0.732 665 3.2 

no. 1 0.354 430 16.5 

Optimized  

model 
0.325 414 19.0 
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Abstract. Increasing machining productivity causes the cutting forces acting on tools or workpieces to 

grow and requires extra clamping forces for their fixation reliably. In the research, a mathematical model 

of the operation of the clamping mechanism for fixating cylindrical objects on the spindle of machine 

tools at the stage of tension is presented. The presented design of the mechanism contains screw gear and 

provides self-braking. Based on the calculation model, mathematical dependencies are developed to 

describe the relationship among the movements of the parts of the mechanism when clamping forces are 

growing. The presented analytical dependencies allow considering the stage of growing clamping forces 

separately when the conservative type of forces are prevailing in the mechanism's operation. That stage of 

work when both types of forces of dissipative and potential characters exist is considered. The developed 

dependencies describe the position of parts of the clamping mechanism depending on the generalized 

coordinate. The angle of rotation of the input rotating link is used as the generalized coordinate. This fact 

allows calculating the position of the elements of the clamping mechanism of this type depending on 

time. Results of the research enhance understanding the pattern of the change in the interaction of the 

elements and forces that act in the mechanism during the final stage of clamping. The obtained 

mathematical dependencies are a precondition for the development of design methodology for 

mechanisms of this type. 

Keywords: machining, clamping drive, clamping forces, calculation model, screw gear.

1 Introduction 

One of the essential characteristics of metalworking 

machines is the productivity of machining, which 

determines their competitiveness. The ability to increase 

the feed and allowance of machining requires an increase 

in the power of the cutting process and, consequently, the 

amount of effort to fix the tool and workpieces. 

The fixation effort has to ensure the absence of 

uncontrolled movements of tools and workpieces under 

the cutting forces, leading to many negative 

consequences. Most metalworking machines use 

clamping mechanisms that work in an automatic mode 

for fixing workpieces and tools. The clamping process 

can be divided into two stages: a sampling of gaps and 

creating a stress state of the system (tension).  

The characteristics of the second stage of clamping 

determine the conditions of creating the required amount 

of clamping forces. The process that occurs during the 

creation of clamping forces can be described generally as 

converting the kinetic energy of the moving elements of 

the clamping mechanism into the potential deformation 

energy of its links. The clamping mechanism is part of 

the structure of the spindle assembly of machines, and as 

one of its largest subsystems, affects its dynamic 

characteristics.  

Promising are the designs of clamping mechanisms 

that provide self-braking in the clamped position. This 

helps to avoid the need to supply energy to retain the 

fixation object in a clamped state, prevents uncontrolled 

release of the fixation object in case of power loss, and 

provides stability of clamping forces (as opposed to 

geometric lock) when the size of the fixation object 
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deviates from nominal values. One example of such a 

design is a clamping mechanism with a screw 

transmission and a rotating input link.  

The structure of any clamping mechanism for 

clamping tools or workpieces on spindle units can be 

divided figuratively into two systems: clamping chuck 

and clamping actuator. A clamping actuator can be 

presented as a mechanism designed for converting and 

transmitting mechanical energy in the form of forces 

from the input link to the clamping collet chuck. 

Characteristics of clamping actuators influence the work 

characteristics of clamping mechanisms. 

2 Literature Review 

Many theoretical studies relate mainly to the operation 

of the spindle assemblies as a whole, without highlighting 

the clamping mechanism as a separate subsystem. The 

adaptive clamping control has been developed to improve 

the work-piece-holding process in the research [1]. The 

article [2] is devoted to considering bending and 

translational-angular vibrations of spindles of metal-

cutting machine tools. Developed in [3], the mathematical 

model of spindle unit bearing assembly describes the 

mechanism of vibration signal formation analytically. 

The paper [4] aims to improve the spindle's output torque 

and propose a novel electromagnetic structure design to 

improve the output torque of the spindle motor. The 

dynamic model of the clamping mechanism is presented 

in [5] as a lumped parameter system of rigid bodies 

connected by elastic and dissipative links. The article [6] 

examines the influence of different clamping chucks on 

energy consumption parameters and focuses on essential 

sustainability indicators in machining. The paper [7] 

deals with kinematic designing clamping mechanism with 

reciprocating linear motion and dead-position closed 

positions. The dynamic simulation analysis of the 

clamping and stretching processes are performed using 

the article's finite element method [8]. In the paper [9], 

the clamping-unclamping principle of the automatic 

collet chuck holders in their initial static state describes 

analytically and presents the finite element method of 

static analysis. In the research work [10], the spindle unit 

model was studied [10] and used to calculate the required 

adjustments to the spindle unit to eliminate loss of 

stability, excessive vibrations, and cracks on production 

pieces. A procedure intended to examine a spindle drive 

unit using numerical models and experimental data has 

been developed in work [11]. In the research [12], the 

contact interaction between the tooltip and the workpiece 

surface is investigated considering the submicrometer 

level through the proposed spindle. The paper [13] is a 

study case for a clamp mechanism design, solving both 

analysis and synthesis problems. The research [14] is 

devoted to machining thin-walled workpieces, including 

static workpiece displacements and large deformations 

caused by local indentations at contacts. It is obtained 

that machining strategy is essential for obtaining proper 

surface finish and fine control over dimensions and form. 

To improve the spindle system in the designing stage and 

predict the tool point dynamics, the paper [15] proposes 

modeling of spindle-holder assembly and investigates the 

contact characteristic under clamping and centrifugal 

forces. The study [16] aims explicitly to model a spindle–

holder taper joint to predict the stiffness and stress 

distribution under different clamping and centrifugal 

forces. It was noted that an understanding of the contact 

characteristics of a spindle–holder joint in machine tools 

calls for an in-depth analysis of its performance, in 

particular under machining conditions. In work [17], the 

idea that measuring the clamping forces on cylindrical 

workpieces is a critical factor in the geometrical 

tolerances of such components, especially if they are 

slender as the case of thin rings, is expressed. The lower 

the clamping force, the better tolerances will be achieved, 

but with the disadvantage of reducing friction and 

increasing the risk of slipping. Therefore, achieving a 

minimum but safe clamping force is a critical factor in 

controlling the process. The operation principles of both 

new and improved clamping mechanisms of the CNC 

lathe with the automatic reinstallation workpiece 

manipulation are described in the article [18]. 

3 Research Methodology 

3.1 Schemes of the calculation  

The study [5] presents a scheme of calculation and 

dependencies that describe some kinematic characteristics 

of clamping mechanisms with screw self-braking 

transmission. The general scheme (Fig. 1) of this type of 

mechanism for clamping cylindrical objects on spindle 

units of metalworking machines is developed. 

 

Figure 1 – The scheme of the design of the clamping 

mechanism with screw gear  

The operation of clamping mechanisms can be 

separated into at least two stages. Separation occurs 

according to the type of forces (dissipative or potential) 

acting in these clamping mechanisms at a particular stage 

of the clamping process. For example, there is backlash 

elimination in the clamping mechanisms at the first stage 

when only active dissipative forces act. At the second 

stage, there is a creation of tension (mechanical stress). 

At this stage, potential forces' action prevails due to 

significant deformation of a flexible system of the 

mechanism with insignificant forces of dissipative 

character. 

The relation among the kinematic parameters of the 

design of the clamping mechanism with screw gear can 

be calculated accordingly to the scheme (Fig. 2). It can be 

performed based on the equality between the magnitude 
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of the rotation angle φд of the input link in the form of 

rotor and the movement тx  of the drawbar in the form of 

a tube connected to the collet [5]:  

 
2

д

т

h
x






=  (1) 

where h – the pitch of the screw gear. As a result of 

differentiation (1) regarding time t, obtain the speed of 

movement of the drawbar 
2

т д

т

дx д h
V

дt дt




= =   and 

10,5 0,5
2

т д д д

h h
V d tg   

 
=  = =    where 1d  – the 

diameter of the thread of the screw gear;   – the angle 

of the rise of the thread of the screw gear. As a result of 

substitution, we receive 10,5 гd tg i = . After putting into 

the previous equation, we get 
дт д г гV i i 

•

=  =  .  

 

Figure 2 – The scheme for the calculation of parameters of the 

clamping mechanism 

The relation between the elementary rotation angle 

д  of the input link (rotor) and the elementary 

displacements of drawbar 
2дт

h
х 


=  and clamping 

jaw of the collet зе тy х tg  =   is represented by 

analogy with the previous equations, therefore 

2дзе

h
y tg  


=  , where   –the angle of a half of the 

clamping collet cone. 

3.2 Power characteristics 

The torque Т

гМ  of friction in the thread from the 

tangential friction force 
Т

tF S tg=   with arm 10,5d :  

 10,5 ,Т Т

гМ d S tg=     (2) 

where 
1

2 дМ
S

d tg
 =  – the axial force acting from the 

collet; Т  – the friction angle in the thread; дM  – the 

torque supplied to the input link of the mechanism..  

The force of friction T

цS  in the connection between 

conical surfaces of the collet and the spindle:  

 
( )

,
cos sin

T

ц

ц

z S
S

f 


=

+
 (3) 

where 
цf  – friction coefficient in the connection of the 

collet and the spindle; z – the quantity of clamping jaws 

in clamping chuck. 

The magnitude of the friction force T

тS  in the 

connection of the tie-rod made in the form of a tube and 

the spindle can be calculated from the expression:  

 ,T

т тS g m f=    (4) 

where g  – free-fall acceleration; т пm m m = +  – the 

sum of masses of the object for clamping and the tie-rod; 

тf  – friction coefficient in the connection of the spindle 

with the tie-rod. 

4 Results 

The stage of creating tension in the clamping 

mechanisms is characterized by a significant increase in 

the magnitude of the radial clamping force ТΣ, which is 

associated with the appearance of contact approximations 

at the junction of a clamping segment and an object of 

clamping. That is assumed that during the clamping time 

t the force ТΣ goes to its maximum value maxT  

exponentially: 

 ( )max 1 .ktT T e−

 = −  (5) 

The coefficient k collectively reflects the design features 

of the mechanism that affect the speed of reaching the 

maximum values of the clamping force. It also depends 

on the individual characteristics of mechanisms such as 

the contact stiffness of the joints of parts, settings, 

operating conditions etc. Therefore, the coefficient may 

change during exploitation.  

During the operation of the clamping mechanisms, its 

kinetic energy E does not depend on the angle д  of the 

input link rotation. The partial derivative of the 

mechanism kinetic energy E on the angle д  is equal zero 

0ддЕ д = . At the stage of creation tension, the 

significant deformations of the clamping mechanisms' 

flexible system and conservative forces (potential elastic 

forces) at a small movement of elements appear. For this 

case, the differential equation of motion of the elements 

of the clamping mechanisms can be obtained based on the 

theorem on the change of the total mechanical energy of 

the holonomic system. The Lagrange equation, in this 

case, has the form: 
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 ,н

П

д д
д

d дЕ дЕ дП
М

dt д д
д

 
•

 
  − = − +
 
 

 (6) 

where 
2

2

тc x
П


=  – the potential energy of elastic 

deformation forces of clamping mechanism elements, c  

– stiffness of the elastic system of the clamping 

mechanism. н

ПМ  – generalized force in the form of 

reduced torque at the stage of creating a mechanical 

tension system. The kinetic energy of the clamping 

mechanism as a rotation system can be described by the 

expression 
2 2,П дE J  •=  where ПJ  – the inertia 

moment of the clamping mechanism is reduced to the 

input link (rotor). The partial derivative of the previous 

mathematical expression of the kinetic energy E at the 

generalized speed 
д
•

 can be presented in the form 

.д П дJ дЕ д 
• •

=  Taking into account the fact that when 

the time t is changing, it causes changes only the angle 

д  the partial derivative of the previous expression on 

time is: 

 .д П

д

d дЕ
J

dt
д





••

•

 
  =
 
 

 (7) 

Considering (1) and 

2
2 2

22 2 8

д д
h h сc

П
 

 

 
=  = 

 
 we obtain: 

 
2

2
.

4
д

д

дП h с

д


 
=  (8) 

Generalized force н

ПМ  in the form of the reduced 

moment, which represents the action of non-potential 

forces in the clamping mechanisms at the stage of 

creating mechanical tension system, can be described as 

equality of small works of forces that are acting in the 

clamping mechanism on small movements: 

 
( ) ,

н Т

П д д д г д

T T

т т ц зе

М M М

х S S T y

  

 

= −

− + −
 (9) 

where Т

гМ  – the torque of friction forces in the thread 

of the screw transmission; 
T

цS  and 
T

тS  – the friction 

forces between surfaces respectively: the cone of the 

collet and the spindle; the tie-rod and the spindle. 

As a result of substitution (1) (2), (3), and (4) into (9) 

and taking into account previously defined kinematic 

parameters of the clamping mechanism, we get: 

 

10,5

.
2 cos sin 2

н Т

П д

т

ц

М M d S tg

zSh h
gm f T tg

f




   





 

= −

   
− + −    +   

 (10) 

If include 
1

2 дМ
S

d tg
 = , 

1

h
d tg


=  and (5) into (10): 

 

max max

1
cos sin

.
2 2 2

Т

н

П д

ц

kt

т

tg z
М M

tg f

h h h
gm f T tg e T tg



  

 
  

−



 
= − −  + 

− − +

 (11) 

After denotation of the summands of (11) by symbols 

2 max
2

h
T tg 


=  and 

2 1
cos sin

Т

д

ц

tg z
M

tg f




  

 
= − −  + 

 

max
2 2

т

h h
gm f T tg

 
− −  it takes a form: 

 2 2 .н kt

ПМ e  −= +  (12) 

Substituting (7), (8), and (12) for (6), we obtain a 

differential equation: 

 
2

2 22
.

4

kt

д П д

h с
J e   



••
−= − + +  (13) 

After denotation 
2

0 2

1

4 П

h с

J



=  , 2

0

ПJ


 =  and 

2

0

ПJ


 =  we obtain: 

 
0 0 0 .kt

д д e    
••

−+ = +  (14) 

Solution (14) can be represented as a solution to a non-

homogeneous equation of the form: 

 ,д зн д зо дчн  = +  (15) 

where д зн  – the general solution of the non-

homogeneous equation, д зо  – the general solution of the 

homogeneous equation, дчн  – the partial solution of the 

non-homogeneous equation. To find д зо , consider the 

equation 
0 0д д  

••

+ = . Its characteristic equation 

2

0 0k + = ; 2

0k = −  and assume that 
2

0 2

1
0

4 П

h с

J



=    

– constant, 1 0k i= , 2 0k i= − . Therefore, the 

solution of the homogeneous equation has the form 

1 0 2 0cos( ) sin( )д зо C t C t  = + . 

The solution of дчн  is found in the following form 

(according to the theory of differential equations): 

 .kt

дчн A e  −= +  (16) 

After substitution of 
kt

дчн e 
•

−= − , kt

дчн e 
••

−=  with 

the initial equation (14) we obtain 

( )0 0 0

kt kt kte A e e    − − −+ + = + , ( )0 0

kte A   − + + =  
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0 0

kte  −= +  where 0

0

A



= , 0

2

0k





= −

+
. According 

to (16), 0 0

2

0 0

kt

дчн e
k

 


 

−= −
+

, and 

 

1 0 2 0

0 0

2

0 0

cos( ) sin( )

.

д зн

kt

C t C t

e
k

  

 

 

−

= +

+ −
+

 (17) 

Expression (17) describes the dependence of the 

generalized coordinate 
д  on time at the second stage of 

clamping the workpiece under the action of non-

conservative (dissipative) and conservative forces in the 

clamping mechanisms. The constants 1C  and 2C  can be 

found from the two corresponding initial conditions and 

in our initial conditions 1 2 0C C= = . After denotation of 

the summands of (17) by symbols 
2 2

1 2A C C= +  and 

2

0

1

C
arctg

C
 =  it can be rewritten as:  

 0 0

0 0 2

0 0

sin( ) .kt

д зн A t e
k

 
  

 

−= + + −
+

 (18) 

The part of (18) 0 0sin( )A t +  describes a simple 

harmonic motion that does not define the limits of change 

of rotation angle д зн . Given the initial conditions and the 

mechanical content of the processes taking place, we take 

0A = . As a result, the dependence for determining the 

angle of rotation of the input rotary link   of the 

clamping mechanism on-time t has the form: 

 0 0

2

0 0

.kte
k

 


 

−= −
+

 (19) 

The beginning of tension creation starts after the 

completion of backlashes elimination and proceeds until 

the moment of achievement of the maximum set 

magnitude of the clamping force maxT . 

5 Discussion 

The change of the generalized coordinate in the form 

of the angle of rotation   of the input link of the 

clamping mechanism at the stage of creating tension in 

time is presented in the graph (Fig. 3). The graph is built 

under the dependence (19) for the parameters of the 

mechanism: 31.5 10 ;h m−=   29.81 ;g m s=  

3.2 ;m kg =  0.3;тf =  3;z =  15 ; =   0.15;Тtg =  

5;ctg =  680 10 ;с N m=   
max 85 ;T kN=  0.1цf = ; 

7дM Nm= ; 20,02ПJ kg m=  . Values of the factors 0  

0  and 
0  are determined by the mass-geometrical 

characteristics of the parts of the mechanism and its 

specified force parameters. 

As shown in the graph (Fig. 3), the movement of the 

machine elements during clamping takes most of the time 

at the final stage, while at the beginning of the clamping 

force creation, rotation of the input link of the clamping 

mechanism is much faster. Therefore, to reduce the 

clamping duration, it is advisable to reduce the duration 

of tension creation. According to the obtained 

dependence (19), it is possible to assess the mass-

geometrical characteristics of the parts of the clamping 

mechanism to reduce the duration of the process of 

creating tension in the clamping mechanism for reliable 

fixation of workpieces or tools. 

 

Figure 3 – The change of generalized coordinate at the stage of 

creating tension in the clamping mechanism 

6 Conclusions 

The research is part of a theoretical study of the 

automatic clamping mechanisms with the self-brake 

transmission for spindle units of metalworking machines. 

The dependence obtained due to the research describes 

the relationship of the generalized coordinate in the form 

of the angle   of rotation of the input link and time t at 

the stage of increasing the clamping forces and creating 

tension. This mathematical dependence takes into account 

the specified values of the coefficients 0 , 0  and 0 . 

The values of the coefficients are determined by the 

magnitudes of the geometric-mass parameters of the 

elements of the clamping mechanism under the obtained 

mathematical dependences.  

The obtained dependence provides additional 

opportunities to assess the impact of the design 

characteristics of the clamping mechanisms of this type 

on the characteristics of their work conditions. The result 

of the research can be used to identify more appropriate 

characteristics of the mechanism's design to obtain the 

specified performance characteristics. It is also a 

prerequisite for the creation of design optimizing 

methodology. 
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Abstract. In this work, the FCC algorithm has been applied to the power problem. Real power loss 

reduction, voltage deviation minimization, and voltage stability enhancement are the key objectives of the 

proposed work. The proposed FCC algorithm has been modeled based on the competition, 

communication among teams, and training procedure within the team. The solution has been created 

based on the team, players, coach, and substitution tactic. A preliminary solution of the problem is 

produced, and the initialization of the teams depends on the team’s formation with substitute tactics. 

Mainly fitness function for each solution is computed, and it plays an imperative role in the process of the 

algorithm. With the performance in the season, promotion and demotion of the teams will be there. Most 

excellently performed teams will be promoted to a senior division championship, and the most poorly 

performed team will be demoted to the top lower division league. Ideas and tactics sharing procedure, 

repositioning procedure, Substitution procedure, seasonal transmit procedure, Promotion and demotion 

procedure of a team which plays in the confederation cup has been imitated to solve the problem. Similar 

to an artificial neural network, a learning phase is also applied in the projected algorithm to improve the 

quality of the solution. Modernization procedure employed sequentially to identify the best solution. With 

and without voltage stability (L-index) FCC algorithm is evaluated in IEEE 30, bus system. Then the 

Proposed FCC algorithm has been evaluated in standard IEEE 14, 57,118,300 bus test systems without L-

index. Power loss minimization and voltage stability index improvement have been achieved with voltage 

deviation minimization. 

Keywords: optimal reactive power, transmission loss, FCC algorithm.

1 Introduction 

Real power loss and voltage deviation minimization 

with voltage stability augmentation are the main 

objectives of this work. Previously conventional methods 

[1–6] are applied to solve the problem. Then these 

decades, many enhanced versions of genetic algorithm, 

variant of particle swarm optimization, ant colony 

algorithm, Frog leaping search algorithm, wolf search 

algorithm, ant lion algorithm, Butterfly algorithm, 

honeybee mating algorithm, black hole algorithm, bat 

algorithm, harmony search algorithm, whale optimization 

algorithm, water flow algorithm, artificial bee colony 

algorithm, mine blast algorithm [7–39] are utilized to 

solve the problem. But the central aspect is balancing the 

exploration and exploitation in the process of the 

algorithm. Many evolutionary and swarm-based 

algorithms fail to balance exploration and exploitation to 

reach an optimal solution.  In this work, the football 

confederation cup (FCC) algorithm has been applied to 

solve the optimal reactive power problem. The main aim 

of the work is to reduce the actual power loss.  In the 

transmission and distribution of the Electrical system, 

power loss is a significant issue. Reduction of the real 

power loss along with voltage stability enhancement is a 

difficult task. Previously many researchers around the 

world have applied conventional methods for this task, 

but many difficulties have been faced in handling the 

constraints, and these decades’ evolutionary computation 

algorithms have been sequentially applied to solve the 

problem. Many algorithms have been applied, but 

shortcomings have been identified in balancing the 

exploration and exploitation. Since a fair trade between 

exploration and exploitation will guide the process to 

reach the best solution. The proposed FCC algorithm has 

been modeled based on the competition, communication 
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among football teams, and training procedure within the 

team. The solution has been created based on the team, 

players, coach, and substitution tactic. Mainly fitness 

function for each solution is being computed, and it will 

play a vital role. Repositioning procedure, Substitution 

procedure, Seasonal transmit procedure, Promotion and 

demotion procedure of a team and the match between any 

two teams playing in the Confederation Cup is unknown; 

any team can win at the end a weak team will win over 

the strong team. The following high strength of the 

individual ream will reflect in the match, and it will make 

the team conquer the rival team in the match. The 

respective team will analyze the past results attained and 

concentrate on the forthcoming match alone by 

examining the bench strength with controlled tactics. 

Coaches are playing the lead role in giving valid input to 

the team. They share the knowledge and experience to 

players whenever possible. Also, coaches alter the tactics 

during the match towards the goal of winning. In team 

repositioning of the players in the game is done. It will 

alter and sequentially upgrade the process of the game in 

a particular match. With and without considering voltage 

stability index proposed FCC algorithm is tested in IEEE 

30, bus system. Then with considering voltage stability 

index criterion Proposed FCC algorithm has been tested 

in standard IEEE 14, 30, 57,118,300 bus test systems 

without considering the voltage stability index. Projected 

algorithms reduced the power loss effectively. Mainly 

percentage of real power reduction has been improved 

when compared to other specified standard algorithms. 

2 Research Methodology 

2.1 Problem formulation 

Linearized steady-state system power flow equations 

are given by: 

 , (1) 

where ΔP – incremental change in real bus power; 

ΔQ – incremental change in bus reactive Power injection; 

Δθ – incremental change in bus voltage angle; ΔV – 

incremental change in bus voltage Magnitude; Jpθ, JPV, 

JQθ, JQV – Jacobian matrix are the sub-matrixes of the 

system voltage stability is affected by both P and Q. 

However, P is kept constant at each operating point 

and evaluate voltage stability by considering the 

incremental relationship between Q and V. 

To reduce (1), let ΔP = 0, then 

 ; (2) 

 , (3) 

where the reduced Jacobian matrix of the system: 

 . (4) 

Voltage Constancy characteristics of the system can be 

identified by calculating the eigenvalues and 

eigenvectors. Let 

 , (5) 

where ξ – right eigenvector matrix of JR; η – left 

eigenvector matrix of JR; ∧ – diagonal eigenvalue matrix 

of JR and 

 . (6) 

From (3) and (6), we have 

  (7) 

or 

 , (8) 

where ξi – the i-th column right eigenvector; η – i-th 

row left eigenvector of JR; λi – the ith eigenvalue of JR. 

The i-th modal reactive power variation is 

 , (9) 

where 

 ; (10) 

ξji – the j-th element of ξi. 

The corresponding i-th modal voltage variation is 

 . (11) 

In (8), let ΔQ = ek, where ek has all its elements zero 

except the k-th one being 1. Then 

 ; (12) 

η – k-th element of η1; V – Q sensitivity at bus k. 

 . (13) 

The key objective is to diminish the real power loss 

Ploss in transmission lines of a power system. This is 

mathematically stated as follows: 

 , (14) 

where n – the number of transmission lines; gk – the 

conductance of branch k; Vi and Vj – voltage magnitude at 

bus i and j; θij – the voltage angle difference between bus 

i and j. 

It is aimed in this objective that minimizing the 

Deviations in voltage magnitudes VD at load buses. This 

is mathematically stated as follows: 

 VD =  → min, (15) 

where nl – the number of load busses; Vk – the voltage 

magnitude at bus k. 

In the minimization process of objective functions, 

some problem constraints which one is equality, and 
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others are inequality had to be met. Objective functions 

are subjected to these constraints shown below. 

Load flow equality constraints: 

; (16) 

; (17) 

where nb – the number of buses; PG and QG – the real 

and reactive power of the generator; PD and QD – the real 

and reactive load of the generator; Gij and Bij – the mutual 

conductance and susceptance between bus i and bus j. 

Generator bus voltage VGi inequality constraint: 

 . (18) 

Load bus voltage VLi inequality constraint: 

 . (19) 

Switchable reactive power compensations QCi 

inequality constraint: 

 . (20) 

Reactive power generation QGi inequality constraint: 

 . (21) 

Transformers tap setting Ti inequality constraint: 

 . (22) 

Transmission line flow SLi inequality constraint: 

 . (23) 

2.2 FCC algorithm 

In this work, Football Confederation Cup (FCC) 

algorithm has been modeled based on the competition, 

communication among football teams, and training 

procedure within the team. The solution has been created 

based on the team, players, coach, and substitution tactic. 

Mainly fitness function for each solution will be 

computed, and it will play an important role. The match 

between any two teams playing in the Confederation Cup 

is unknown; any team can win at the end also even a 

weak team will win over the strong team. The next high 

strength of the individual ream will reflect in the match, 

and it will make the team conquer the rival team in the 

match. The respective team will analyze the past results 

attained and concentrate on the forthcoming match alone 

by examining the bench strength with controlled tactics. 

Naturally, when team i beat team j its due to the power or 

strength of the winning team; similarly, it will be a weak 

point for the losing team. 

A preliminary solution of the problem is created, and 

the initialization of the teams depends on the team's 

formation with substitute tactics. Then the preliminary set 

of teams is denoted as football_team0 with the population 

of a number of teams. At first yj
formation, yj

substitute of the j-th 

variable is defined by 

  (24) 

; 

  (25) 

. 

Then the formation, substitute creation can be 

symbolized in the matrix as follows: 

  ; (26) 

  . (27) 

Normally there will be a game per week, and each 

team i formation defined as yi
formation and the strength or 

power index is described by 

 ; (28) 

  (29) 

. 

When two teams j and l are playing a match with 

formations yi
ащкьфешщт and yl

formation then the power or 

strength index value of the teams will be calculated by 

 ; (30) 

 . (31) 

Probability for the team j winning the match: 

  . (32) 

Probability of the Match between the teams l and j: 

 ; (33) 

 . (34) 

Match between team i and l is given by: 
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Coaches are playing a lead role in giving effective 

input to the team. They share the knowledge and 

experience with players whenever needed. Also, coaches 

modify the tactics during the match towards the goal of 

winning, and it has been mathematically defined as 

  (35) 

; 

  (36) 

. 

How many numbers of ideas, game tactics are shared 

with the team is given by 

. (37) 

Ideas and tactics sharing procedure: 

  

In team repositioning of the players in the game is a 

natural aspect. It will modify and consecutively elevate 

the procedure of the game in a specific match, and this 

process is mathematically defined by 

. (38) 

Sequentially after choosing two probable position i 

and j then two variables C and D with “2” modes of 

formation and substitute is given by: 

 ; (39) 

 ; (40) 

 ; (41) 

 . (42) 

Then 

 ; (43) 

 ; (44) 

 ; (45) 

 . (46) 

Repositioning procedure: 

  

During the game, there will be substitution in teams, 

and the number of substitutions is mathematically defined 

by 

  (47) 

. 

Substitution procedure: 

  

The winning team will determine the position within 

the exploration space, and it defined mathematically by 

including inertia weight Ψ: 

  (48) 

 

; 

  (49) 

  

 . 

In any football team, the learning phase is significant, 

and it substantively progresses the performance of the 

game 

 ; (50) 

 ; (51) 

 . (52) 

Then 

. (53) 
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After few games, top teams in the rank table after few 

games, for example first “3” in the points table, will 

possess a good quality of learning. Since those three 

teams have virtuous strategy and amalgamation of 

players: 

  (54) 

; 

  (55) 

; 

  (56) 

. 

With orientation to the most excellent team properties, 

the current solution modernization is done: 

  (57) 

; 

  (58) 

; 

  (59) 

; 

  (60) 

. 

Usually, many players are getting transformed before 

the commencing of a particular season. This procedure is 

mathematically defined as follows: 

  (61) 

= . 

Seasonal transmit procedure: 

  

With orientation to the performance in the matches, 

promotion and demotion of the teams will be there. Most 

excellently performed teams will be promoted to a senior 

division championship, and most poor performed teams 

will be demoted to top lower division league: 

  (62) 

 

 . 

Promotion and demotion procedure: 

  

Every football team has its private strategy; the 

formations of the team members are rendering to their 

prearranged tactics.  Each Football team will analyze the 

conclusion of the Football match. The analysis will be 

based on strength, blemish, fortuitous, and stress, which 

unambiguously allies with inner strength and blemish 

with exterior aspects of fortuitous and stress. This 

investigation will be the basement for the progress of 

Football team performance in the play. 

a. Begin. 

b. Parameters are initialized. 

c. Spot the most excellent team. 

d.  

 
e. Engender the Confederation timetable. 

f. Match between team C and D. 

g. Strength or power index computed for teams C 

and D. 

h. The winner and loser are determined. 

i. Applying different tactics. 

j. Modernization of most excellent team. 

k. The learning phase will be applied. 

l. When the maximum number of weeks =  

= number of the week. 

m. If yes, remove the top worst teams. 

n. If no, go to step “e”. 

o. Add a new team to the confederation. 

p. Applying the transfer process. 

q. Modernization of the best team. 

r. The maximum number of seasons =  

= number of seasons. 

s. If yes, determine the most excellent solution. 

t. Otherwise, go to step “d”. 

u. End. 
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3 Results and Discussion 

In this work, the FCC algorithm has been applied to 

solve the problem. Real power loss reduction has been 

achieved. Competition and communication among the 

football teams have been imitated to design the algorithm. 

Previously many types of conventional algorithms have 

been applied to solve the problem. But many difficulties 

have occurred while handling the constraints. Then 

evolutionary algorithms are sequentially applied to the 

problem, and the primary point is that balancing the 

exploration and exploitation in the algorithm is the key to 

reach the nearby global optimal solution. But 

unfortunately, many evolutionary algorithms have been 

failed. In work, exploration and exploitation have been 

balanced. At first, the FCC algorithm is tested in the 

IEEE 30 bus system at Illinois Center for a Smarter 

Electric Grid, considering voltage stability index. 

Tables 1–4 show the comparisons with other standard 

algorithms. Figures 1–4 give a graphical comparison 

between the methodologies. 

Table 1 – Comparison of real power loss with different 

metaheuristic algorithms 

Parameter 
DE  

[42] 

GSA  

[41] 

APOPSO  

[40] 
FCC 

Real Power Loss in MW 4.56 4.51 4.40 4.23 

Voltage deviation in PU 1.96 0.88 1.05 1.04 

L stability index 0.55 0.14 0.13 0.120 

Table 2 – Comparison of different algorithms with reference  

to voltage stability improvement 

Parameter 
DE  

[42] 

GSA  

[41] 

APOPSO  

[40] 
FCC 

Real Power Loss in MW 6.48 6.91 5.70 5.42 

Voltage deviation in PU 0.09 0.07 0.09 0.08 

L stability index 0.14 0.13 0.14 0.13 

Table 3 – Comparison with the reference  

to voltage deviation minimization 

Parameter 
DE  

[42] 

GSA  

[41] 

APOPSO  

[40] 
FCC 

Real Power Loss in MW 7.07 4.98 4.48 4.23 

Voltage deviation in PU 1.42 0.22 1.86 1.82 

L stability index 0.12 0.14 0.12 0.12 

Table 4 – Comparison of values with reference  

to multi-objective formulation 

Parameter 
APOPSO  

[40] 
FCC 

Real Power Loss in MW 4.84 4.73 

Voltage deviation in PU 1.01 1.00 

L stability index 0.12 0.12 

 

Figure 1 – Comparison of real power loss 

 

Figure 2 – Comparison with reference  

to voltage stability improvement 

 

Figure 3 – Comparison with the reference  

to voltage deviation minimization 

 

Figure 4 – Comparison with the reference  

to multi-objective formulation 
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Validity of the projected FCC algorithm has been 

tested without considering voltage stability index in 

standard IEEE 14, 30, 57, 118, and 300 bus systems. 

Tables 5–9 show the comparison of power loss. 

Figures 5–9 gives graphical comparison between the 

methodologies. 

Table 5 – Comparison of parameters (IEEE 14 system) 

Parameters 

Base  

case  

[45] 

MPSO  

[45] 

PSO  

[44] 

EP  

[43] 

SARGA  

[43] 
FCC 

Percentage  

of reduction  

in power loss 

0.00 9.20 9.10 1.50 2.50 23.69 

Total  

power  

loss 

13.55 12.29 12.32 13.35 13.22 10.34 

Table 6 – Comparison of parameters (IEEE 30 system) 

Parameters 

Base  

case  

[45] 

MPSO  

[45] 

PSO  

[44] 

EP  

[43] 

SARGA  

[43] 
FCC 

Percentage  

of reduction  

in power loss 

0.00 8.40 7.40 6.60 8.30 19.03 

Total  

power  

loss 

17.55  16.07  16.25  16.38  16.09  14.21 

Table 7 – Comparison of parameters (IEEE 57 system) 

Parameters 

Base  

case  

[45] 

MPSO  

[45] 

PSO  

[44] 

EP  

[43] 

SARGA  

[43] 
FCC 

Percentage  

of reduction  

in power loss 

0.00 15.40 14.10 9.20 11.60 26.57 

Total  

power  

loss 

27.80 23.51  23.86  25.24  24.56 20.41 

Table 8 – Comparison of parameters (IEEE −118 system) 

Parameters 

Base  

case  

[45] 

MPSO  

[45] 

PSO  

[44] 

EP  

[43] 

SARGA  

[43] 
FCC 

Percentage  

of reduction  

in power loss 

0.00 11.70 10.10 0.60 1.30 14.39 

Total  

power  

loss 

132.8 117.19 119.3 131.9 130.96 113.6 

Table 9 – Comparison of real power loss (IEEE – 300 system) 

Parameter EGA  

[47] 

EEA  

[47] 

CSA  

[46] 

FCC 

Power loss 646.30 650.60 635.89 610.20 

 

Figure 5 – Comparison of real power loss between 

methodologies (tested in IEEE 14 bus system) 

 

Figure 6 – Comparison of real power loss between 

methodologies (tested in IEEE 30 bus system) 

 

Figure 7 – Comparison of real power loss between 

methodologies (tested in IEEE 57 bus system) 

 

Figure 8 – Comparison of real power loss between 

methodologies (tested in IEEE 118 bus system) 
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Figure 9 – Comparison of real power loss between 

methodologies (tested in IEEE 300 bus system) 

4 Conclusions 

In this work, the FCC algorithm successfully solved 

the optimal reactive power problem. Primary solution 

formation and initialization of the teams are based on the 

team’s tactic. The winning team discovered the position 

through exploration space by including inertia weight Ψ. 

Primarily fitness function of the solution is computed to 

improve the process of finding the optimal solution. Key 

properties of the team have been successfully imitated to 

solve the problem. The transfer and modernization 

process improved the algorithm to find an excellent 

solution. The proposed FCC algorithm is tested in 

IEEE 30, bus system – real power loss minimization, 

voltage deviation minimization, and voltage stability 

index enhancement has been attained. Then with 

considering L-index alone Proposed FCC algorithm has 

been tested in standard IEEE 14, 57, 118, and 300 bus 

test systems. The percentage of power loss reduction has 

been enhanced when compared to other standard 

algorithms. Real power loss reduction has been attained 

effectively with voltage stability enhancement and 

minimization voltage deviation achieved. 
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Abstract. Buckling restrained braces (BRBs) are a somewhat ongoing improvement in the field of 

seismic-safe steel structures. Their unmistakable component is the non-clasping conduct regularly 

accomplished by encasing a steel center in a substantially filled cylinder. However, choices have been 

proposed. Controlling the support from clasping improves malleability essentially and permits symmetric 

reaction under pressure or pressure powers. The plan of BRB outlines should consider various explicit 

issues that are not covered by Indian norms and guidelines. This specific task looks at utilizing BRB 

inside fortifying of built-up substantial casing developments to meet seismic details dependent on the 

Indian seismic plan and style code. Flexible reaction range examination just as nonlinear period verifiable 

past assessment is finished by taking a real designing model which experiences feeble first-floor 

inconsistency because of extra expansion and heaps of only one story. With all the way to deal with 

comparable solidness just as removal-based plan technique, clasping limited support factors are reasoned 

and accordingly are familiar with model BRB in ETABS using plastic wen form. 3 arrangements of 

clasping limited sections are breaking down alongside normal supports. The relationship in the middle of 

the fundamental cross piece of customary supports and BRB is concluded because of the definition of 

computing versatile bearing ability precisely where it's shown that the spot of the run of the mill supports 

must be 1.25 events that of BRB for guaranteeing the very same by and large execution. The outcome 

uncovers that Inverted V support design shown much better usefulness over single support just as V 

support setups just as X support arrangement, however not exhorted by Indian code, is mimicked just as 

applied to this undertaking and contains exhibited preferred execution moreover some different 

arrangements. The extra exploration about the practical use of this support is generally suggested. 

Moreover, under the movement of significant seismic tremors, by nonlinear time chronicled past 

assessment, clasping controlled supports showed much better usefulness of reinforcing the construction 

just as success runs over the need for code. Under this specific condition, conventional supports 

misfortunes their bearing limit because of unnecessary buckling. 

Keywords: nonlinear time history analysis; RC frame structure, response spectrum, flexible first story, buckling 

restrained brace.

1 Introduction 

Steel supports have for some time been utilized for 

both breeze and seismic-safe designs. In the seismic field 

of utilization, continued locking in pressure is the 

wellspring of solidarity and solidness debasement. A 

generally ongoing improvement is the “clasping 

controlled support” (BRB), an extraordinary kind of 

support with worldwide clasping restrained by a suitable 

framework. The evasion of worldwide clasping suggests 

pressure power uprooting conduct is the same as the 

reaction displayed under strain powers. 

Tremors bring about monetary misfortunes, 

notwithstanding misfortunes of lives considering the 

breakdown of structures. All through a genuine seismic 

tremor occasion, the essential underlying components as 

bars just as sections are influenced essentially. An 

improvement is put through the seismic pattern. An 

incredible degree of energy is circulated inside the level, 

and the structure of mischief supported by the 

construction relies on the scattering of the energy. In this 
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way, an underlying specialist includes fantastic worry 

inside planning seismic tremor opposing framework to 

dissipative force proficiently in the construction.  

The principal highlight of an energy dispersal segment 

is diminishing the harm inside essential underlying parts. 

Bracings are generally familiar with balance out the 

system against the sidelong loads made due to wind, 

seismic tremors, and so forth principal burden to standard 

propping might be the corruption of support strength 

under pressure on account of clasping of the entirety of 

the support. BRB is a decent answer for this specific 

issue. Clasping a limited supported casing gadget is 

nevertheless one of these tremors opposing as that is 

undeniably more compelling than regular concentric 

supports.1.2 restrained buckling braces (BRB). 

BRBs are a reason as of late accessible headway inside 

the space of sidelong burden opposing constructions. The 

central creation of BRB started in the 1980s, just as its 

evaluation got the site in the profound mid-80. While in 

the 1990s, it was applied around Japan just as because of 

its great reaction, this specific mechanical development 

was moved in the US inside 1998 whose evaluation just 

as recreation required spot in profound 1999 after which 

appropriately applied wearing undertakings that are 

significant just after 2000. In 2000, the absolute first 

BRB gadget was utilized in North America as a principle 

parallel opposing project at UC Davis. Figure 1 uncovers 

the various stages of the improvement of BRB. 

Wakabayashi, a Japanese designer, first conceptualized 

the possibility of BRB. The absolute initially clasping 

controlled support which was involved a dull steel plate 

sandwiched between substantial built-up boards. 

The essential component of BRBs comprises a steel 

place encased by substantial that is shown in Figure 2. 

The region in the middle of the cylinder just as support is 

stacked with a substance-like material, just as an 

exceptional covering is utilized to hold on the substantial. 

In this manner here, the help can undoubtedly slide 

concerning the substantially filled cylinder. The 

substantial stacked tubing supplies the total control all 

through cyclic stacking. The essential burden opposing 

perspective in BRB could be the steel community, and 

the general clasping on the essential steel is gone against 

through the limiting component provided by the external 

panel. 

Buckling restrained brace is schematically presented in 

Figure 1. BRBs offer the following advantages: simple 

demonstrating of the cyclic conduct of its for inelastic 

assessment; effective connection to the primary program 

utilizing a shot or even stuck connection with gusset 

plates; stable hysteretic conduct just as generous energy 

dispersal limit; limited affectability to harmless to the 

ecosystem circumstance changes; design adaptability 

inside the quantity of similarly strength and solidness of 

whole underlying arrangement of a development. Also, 

they do not require the primary establishment and 

individuals fortifying; they produce inside every pressure 

and strain; it is easy to embrace for seismic retrofitting. 

 

Figure 1 – Schematic of buckling restrained brace 

Finally, the BRB activity is like a primary breaker, and 

through seismic events, harm is concentrated inside the 

BRB segment. The BRB segment can, without much of a 

stretch, if necessary, be supplanted following an actual 

seismic event. 

Based on the arrangement used, BRBs will give 

decreased establishment parcels than comparable shear 

divider structure strategies. 

However, BRBs have some disadvantages: lack of 

conditions for recognizing just as looking at harmed 

supports; ductility characteristics unmistakably affected 

by the math just as material kind on the yielding steel 

essential fragment. 

BRBs have been used on a few sorts of structures like 

business, medical clinics, retail, vehicle leaves, multi-

story private schools, strict fields and arenas, and 

mechanical and non-building structures. 

Buckling restrained braced frames (BRBFs) appeal 

exceptionally seismic safe primary framework 

considering the significant proportion between seismic 

viability and low to medium expense compared with 

other non-customary energy scattering measures. The 

adequacy is the moderately high solidness, contrasted and 

traditional second safe casings, and the huge energy 

scattering limit, contrasted with old-style concentrically 

propped outlines. 

One deficiency of BRBFs is the penchant for 

enormous lingering relocations, trademark conduct of any 

versatile plastic gadget. Be that as it may, adaptable 

MRFs utilized in mix with BRBFs can give huge post-

yield solidness and resulting re-centering capacity. 

The detailed study of BRB elements and systems are 

as follows: experimental and theoretical may be split into 

research investigations on BRB components, sub-

assemblies, and full-scale structure. Several subjects 

might be recognized within each of the two main 

subjects, for example: 

Experimental tests: 

– minimum casing stiffness. This subtopic involves 

research on the needed minimum casing stiffness. This 

subtopic includes the intensity and distribution of forces 

transferred from the steel core to the casing; 
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– low cycle fatigue and deformation capacity. This 

subtopic entails determining the ductility capacity for 

various cyclic loading histories; 

– connections. This subtopic entails determining how 

the strength and flexibility of connections between braces 

and neighboring frame parts may affect the overall 

system's seismic performance; 

– the effect of an unbonding layer or voidю This 

subtopic investigates how different steel core-casing 

interfaces affect brace performance. 

Numerical studies: 

– seismic performance of frames with BRBs. 

Numerical investigations of the overall seismic 

performance of frames with BRBs are included in this 

subtopic. The ductility and energy dissipation demands 

for BRBs, as well as the force demands for non-

dissipative parts and connections, are all statistically 

evaluated; 

– BRB finite element models. This subtopic entails the 

creation of finite element models that reproduce 

experimentally observed behavior. 

A few theoretical studies have been conducted in the 

recent decade to examine the seismic performance of 

steel buildings equipped with BRBs. BRBFs are prone to 

rather substantial residual drifts and plastic deformation 

demand concentration at one or a few storeys. The low 

post-yield rigidity of BRBs is to blame for these flaws. 

We propose developing dual systems with BRBFs and 

moment-resistant frames (MRFs), which give some post-

yield rigidity (thus re-centering capacity. The 

determination of the highest predicted ductility demand 

for braces is another critical aspect that has been 

addressed via numerical simulation. Maximum ductility 

requirement values up to 26 were calculated using six 

ground motions scaled to the maximum predicted design 

intensity (i.e., 1.5 times larger than the design level 

intensity). 

Many existing RC buildings and Steel Frames do not 

fulfill current seismic code lateral strength standards, 

making them vulnerable to considerable damage in the 

case of a future earthquake. Nonlinear time history 

analysis was used to evaluate a steel moment-resisting 

frame (SMRF). Energy dissipating devices (EDD) were 

used to strengthen the lateral strength of the building. 

These devices might be used alone or in combination. 

The restrained buckling braces (BRB) are effective at all 

levels of seismic study, considerably improving the RCC 

and steel frame performance. 

Buckling Restrained Braces (BRB) are ongoing 

created underlying framework which has a steady energy 

dissemination property. The real benefit of BRB is its 

capacity to yield both pressure and pressure without 

clasping, in this way getting a steady hysteresis circle. 

The BRB support set in a concentric edge is named as 

BRBF framework. Clasping limited supported edges 

(BRBFs) are an exceptionally alluring seismic safe 

underlying framework due to the significant proportion 

between seismic adequacy and low to medium expense 

compared with other non-ordinary energy dissemination 

measures. 

The objectives of the study are as follows: 

1) looks at how BRB can be used to enhance 

reinforced concrete frame structures to meet seismic 

requirements; 

2) conduct a structural analysis using Etabs software if 

the materials are found to be acceptable. 

3) by analyzing all of the data, recommending the use 

of the content inside earthquake-resistant structures. By 

performing nonlinear historical research, you can save 

time and money. 

2 Literature Review 

A literature review presented below summarizes the 

various works done by different scholars and researchers 

on BRB. 

According to the author, Baca et al. [1] stated that 

control of vibrations and damage in classic reinforced 

concrete (RC) buildings during earthquakes is 

problematic. It necessitates the adoption of novel 

techniques to improve the seismic behavior of concrete 

structures. To achieve this goal, we develop RC buildings 

with buckling restrained braces (BRBs) in this work. For 

this aim, three traditional RC framed structures with 3, 6, 

and 9 story levels are designed using the well-known 

technique no dominated sorting genetic algorithm 

(NSGA-II) to reduce the cost and maximize the seismic 

performance. Equivalent RC buildings are designed but 

including buckling restrained braces. Both structural 

systems are subjected to several narrow-band ground 

motions recorded at soft soil sites of Mexico City scaled 

at different levels of intensities in terms of the spectral 

acceleration at the first mode of vibration of the structure. 

Incremental dynamic analysis, seismic fragility, and 

structural reliability in terms of the maximum inter-story 

drift are computed for all the buildings. For the three 

selected structures and the equivalent models with BRBs, 

it is concluded that the annual rate of exceedance is 

significantly reduced when BRBs are incorporated. As a 

result, compared to ordinary reinforced concrete 

buildings, the structural reliability of RC buildings with 

BRBs performs better. The usage of BRBs is a good 

alternative for improving the strength and seismic 

behavior of RC buildings subjected to strong earthquake 

ground vibrations, and hence the structural reliability of 

these structures. 

Li et al. [2] resulted that damage to a concrete wall 

generated by a major earthquake is typically concentrated 

near the bottom of the wall, posing a serious threat to the 

steel-concrete hybrid structure’s safety and making 

earthquake rehabilitation extremely difficult. A steel-

concrete hybrid structure with buckling restrained bracing 

is built and tested on a shaking table at a size of 1/10 in 

this study. The mechanical properties of the BRBs are 

acquired through a static reacting to stacking test. The 

unique properties and seismic reaction of the steel-

substantial half and half design with BRBs are acquired 

through shaking table tests. Results show the following: 
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– the energy dispersal limit of the BRBs is generally 

excellent, and none of the BRBs clasp during the shaking 

table tests; 

– the steel shafts and segments are fundamentally in a 

flexible state; 

– every break on the substantial divider are miniature 

breaks, which are broadly disseminated in floors 1–8 of 

the substantial dividers; 

– the most extreme bury story float point arrives at 

1/40, which demonstrates that the malleability of the 

steel-substantial mixture structure is incredible. 

Finally, BRBs can increase the seismic performance of 

steel-concrete hybrid structures significantly. 

Patil et al. [3] obtained that BRBs allow for extremely 

high compression strength in this material. The effective 

length of the core can be deemed zero because there is no 

change in available material strength owing to instability. 

The brace can achieve high ductility by restricting 

inelastic behavior to axial yielding of the steel core. In 

this way, the hysteretic execution of these supports is like 

that of the material of the steel center. Supports with 

center materials that have huge strain solidifying will 

display strain solidifying. Since the strains are not 

amassed in a restricted locale like a plastic pivot, the 

supports can disseminate much energy. Testing has set up 

the supports low-cycle exhaustion life; this limit is well 

in abundance of requests set up from unique nonlinear 

examination. Such examinations likewise show that 

utilizing supports with this kind of hysteretic conduct 

prompts frameworks with incredible execution. Floats are 

required to be essentially lower than the mainly 

concentric propped outline (SCBF) due BRBs conduct. 

BRBFs reaction to seismic stacking gives a lot higher 

certainty level in a sufficient execution than the conduct 

of concentrically supported edge (CBF). Scientific 

investigations of the reaction of BRBF additionally have 

been utilized to appraise the most significant flexibility 

requests on BRBs. BRBs should be planned and itemized 

to oblige inelastic mishappenings without allowing 

bothersome methods of conduct, like unsteadiness of the 

support or direction of the non-yielding zones of the 

center on the sleeve. 

Alborzi et al. [4] stated that a buckling-restrained 

brace (BRB) is a type of bracing system that has an 

appropriate energy dissipation behavior and does not 

buckle when subjected to compression pressures. 

However, because of the BRBs' low post-yield stiffness, 

significant residual deformations are observed in intense 

ground vibrations. The seismic presentation of a cutting-

edge sidelong burden opposing framework known as the 

mixture BRB and its traditional partner is evaluated and 

thought about in this paper. Various plates with various 

pressure strain conduct are utilized in the center of this 

new imaginative framework, and this is its distinction 

with the existent BRBs. Nonlinear static and gradual 

unique examinations are done for three structure outlines 

with various primary statures, which utilize traditionally 

and a half and half BRB frameworks. The FEMA P695 

far-field tremor recordset was embraced in various risk 

levels to do reaction history investigations. The half breed 

BRBs are displayed to have predominant seismic 

execution in examination with the traditional frameworks 

dependent on the reaction change factor and the harm 

measures, including lingering removals and between 

story float proportions 

Ozcelik et al. [5] presented a trial examination of 

(BRBs) with new end limitations and packaging 

individuals (CMs). The part tests for ten BRBs with CMs 

comprising of cement-filled steel tube (unbounded), plain 

concrete, plain cement wrapped with Fiber-Reinforced 

Polymer (FRP), supported concrete, and a developed 

segment was tried up to a center plate (CP) strain of 2 %. 

In unbounded BRBs, an excessive part usually is 

accessible on the CP. This part might be a contender for 

clasping during cyclic trips. Henceforth the two finishes 

of the BRBs at the over-the-top piece of the CP should be 

controlled even more viably. The developments of BRBs 

in the current examination were that extra end restrictions 

were added at the intemperate aspect of the CP at the two 

finishes, separation material was utilized, and a more 

efficient CM was utilized. These new end restrictions 

comprised empty steel areas and steel plates welded to 

one another and connected to the CM. The testing of the 

further developed BRBs showed that the cyclic 

presentation of the BRBs was good up to a CP strain of 

2 %. The energy scattering limit of the BRBs was 

discovered to be essentially reliant upon pressure strength 

change factor and strain solidifying change factor. 

Therefore, the further developed BRBs with adequate 

firmness to oppose out-of-plane clasping at the two 

closures have satisfactory cyclic execution as per the test 

outcomes. Besides, the association subtleties, particularly 

slip basic, segregation materials, and their application 

procedures, have also been examined for the further 

developed BRB plan in this investigation. 

Nassani et al. [6] presented an examination of the 

seismic reaction of steel outlines is completed utilizing 

various kinds of propping frameworks to be specific X 

braced outlines, V supported edges, modified V 

supported frames, Knee propped edges, and zipper 

propped outlines. The steel outlines are displayed 

nonlinear static, and dynamic investigation is completed 

in four diverse tallness levels. The casings comprise three 

inlets, and steel supports were embedded in the center 

sound of each edge. The underlying reactions of casings 

are concentrated to limit bend, float proportion, 

worldwide harm list, base shear, story removals, rooftop 

uprooting time history, and plastification. The outcomes 

showed a decent improvement in the seismic opposition 

of edges with the fuse of propping. The outcomes 

uncovered that the supporting components were highly 

successful in lessening floats since the decrease of bury 

story floats for unbraced edges was on the standard 58 %. 

Additionally, steel supports impressively decreased the 

worldwide harm record. 

Hamdy et al. [7] assessed the seismic updating of a 6-

story RC building utilizing single corner to corner 

clasping limited supports. Here seismic assessment study 

is done utilizing static weakling examination and time 

history investigation. Ten ground movements with 



 

Journal of Engineering Sciences, Volume 8, Issue 1 (2021), pp. E39–E49 E43 

 

various PGA levels are utilized in the investigation. In 

addition to one standard deviation upsides of the rooftop 

float proportion, the most extreme story float proportion, 

the support pliability factors, and the part strain reactions 

are utilized as the reason for the seismic exhibition 

assessments. The outcomes got in this investigation show 

that fortifying RC structures with clasping controlled 

supports is a proficient method as it essentially expands 

the PGA limit of the RC structures. The increment in the 

PGA limits the RC working with the expansion in the 

measure of the supports 

Guerrero et al. [8] proposed a strategy for starter 

Performance-Based Seismic Design (PBSD) of low-

ascent structures gave Buckling Restrained Braces 

(BRBs). It is accepted that an edge structure secured with 

BRBs, named as a double construction, is reasonably 

addressed by a double single-level of opportunity 

(SDOF) oscillator whose parts yield at various removal 

levels. The definition of the strategy is introduced for 

SDOF structures. Here this improvement is approved 

utilizing a contextual analysis model. Correlation of the 

reactions among traditional and double constructions 

shows that, when planning double constructions, the 

regular act of utilizing customary plan spectra may 

prompt one-sided plans. One of the primary benefits of 

the technique is that, during its application, data valuable 

for primer and fast evaluation of designs are produced, 

working with the use of the PBSD reasoning. A 

contextual investigation model is directed to show its 

materialness and its potential for the actual appraisal of 

constructions. Here the principal limit is that this strategy 

is substantial for low-ascent standard structures with 

unbending in-plane stomachs and whose unique reaction 

is constrained by their primary vibration method. 

Hosseinzadeh et al. [9] obtained that all-steel clasping 

limited supports (BRBs) are a recently evolved principal 

variety is that here common BRBs attributes, for 

example, weight and restoring of center mortar are 

upgraded. In these examinations, finite element (FE) 

models of all steel BRBs with changed calculations were 

exposed to cyclic investigations. The agreeable support 

calculations that limited the flimsiness of the center 

segment while boosting the energy scattering limit were 

then recognized. Bilinear FE-determined spine bends of 

the chosen BRBs were utilized in the delegate support 

components to retrofit three 4-, 8-, and 12-story outlines. 

The upsides of these supports were featured by drawing 

execution correlations against customary supports. 

Nonlinear static and dynamic reactions of the casings 

with all-steel BRBs were also surveyed as far as 

boundaries, such as the most significant inelastic 

disfigurement interest. 

Bai et al. [10] examined that an exhibition-based 

plastic plan (PBPD) strategy for the double arrangement 

of clasping limited propped supported substantial second 

opposing casings (RC-BRBFs) is created. The trilinear 

power deformity relationship of the double RC-BRBF 

framework was approximated as the bilinear limit bend to 

infer the yield removal. The plan base shear was resolved 

dependent on the energy balance condition, which 

represented the energy dissemination limit evaluated by 

the Large Takeda model. The plastic plan technique was 

introduced to determine the part interior powers. 

Patil et al. [11] substantiated that nonlinear time 

history analysis was used to examine a modified steel 

moment-resisting frame (SMRF). The basic bare SMRF 

was first lowered in strength and then increased by 

installing passive energy dissipation devices (EDDs) to 

build a modified frame. Both rate-dependent and rate-

independent devices are included in passive EDDs. A 

rate-dependent device is a viscous fluid damper (VFD), 

whereas a rate-independent device is a buckling-

restrained brace. The use of these devices, either alone or 

in combination, improved the lateral strength of the 

structure. For incremental dynamic analysis, seven scaled 

time-history records were used. The lateral displacement 

profile of the skyscraper demonstrates the stiffness 

influence on the stories. The VFD was proven to be an 

effective EDD since it increased the frame's performance 

at all stages of seismic analysis. 

Atlayan et al. [12] presented another underlying steel 

framework called half and half clasping limited propped 

outline (BRBF). The “half breed” term for the BRBF 

framework comes from the utilization of various steel 

materials, including carbon steel (A36), superior steel 

(HPS), and low yield point (LYP) steel in the center of 

the support. In this examination Variety of BRBF models 

are investigated with nonlinear static sucker, and 

nonlinear gradual unique examination and correlation is 

completed with seismic conduct of standard and 

crossover BRBF frameworks. Results show that Hybrid 

BRBF frameworks are displayed to have a considerable 

improvement over standard BRBF frameworks as far as 

different harm measures remembering a considerable 

decrease for the risky leftover removals of the standard 

BRBFs. 

Finally, Gua et al. [13] showed the determination of 

reaction sensitivities for a hysteretic model explicitly 

produced for clasping limited supports (BRBs) to give a 

device that can be utilized to assess the impact of BRB 

constitutive boundaries on underlying reaction just as a 

device in angle-based strategies in primary streamlining, 

underlying unwavering quality investigation, and model 

refreshing. A contextual investigation comprising of a 

steel outline with BRBs exposed to seismic info is 

accounted for to represent the impact on worldwide and 

neighborhood primary reaction amounts of the BRB 

constitutive boundaries. Likewise, the inferred reaction 

sensitivities are utilized in a mimicked limited component 

model refreshing issue to show the productivity of DDM 

over FDM. 

This work opens the best approach to numerous 

applications and possibilities, for example, affectability 

examination of complex BRB plan arrangements, 

execution-based determination of ideal BRB properties, 

improvement and utilization of advancement-based plan 

techniques. 
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3 Research Methodology 

3.1 Engineering case study 

A flowchart of the research methodology is presented 

in Figure 2. 

 

Figure 2 – The flowchart of the research methodology 

The basis for this project is a three-story reinforced 

concrete frame building (Figure 3) with a height of 

16.5 m, which was completed in 2008. 

 

Figure 3 – Engineering model (ETABs) 

The structure was built under Indian regulations. After 

construction, a large machine was installed on the rooftop 

that had not been anticipated during the analysis and 

design stage, and another floor was built to cover the 

machine, necessitating rechecking and strengthening the 

original structure against new loads. The building is in 

seismic fortification intensity of 7, and seismic 

acceleration of the building’s 0.1g and the structural 

design service life is 50 years. The structure has a seismic 

fortification intensity of 7 and a seismic acceleration of 

0.1 g, and the building's structural design service life is 

50 years. The building comprises columns and beams of 

various sizes, with the most significant columns 

measuring 700 mm and the most significant beam being 

350–950 mm, and the slab measuring 200 mm. All 

parameters from engineering drawings are considered 

when modeling the structure, which is made entirely of 

M30 concrete. 

3.2 Structural diagnosis of engineering model 

ETABS software calculates maximum displacement, 

maximum drifts, and frame stiffness utilizing response 

spectrum analysis of the engineering model. The highest 

displacement is on the last level, as shown by three modal 

shapes: translation in X direction (Figure 4 a), translation 

in the Y-direction (Figure 4 b), and rotation (Figure 4 c). 

Table 1 – First three modal periods 

Mode 1 2 3 

Period, s 0.866 0.748 0.700 

 

The period ratio of the structure is 0.8 and meets the 

vibration requirements. The story displacement results 

(Table 2), maximum story drift (Table 3), the frame 

stiffness (Table 4), and inverted V BRB (Table 5) frame 

are shown below. 

Table 2 – Maximum story drift 

Story 
Elevation,  

m 
Location 

X-Dir,  

mm 

Y-Dir,  

mm 

4 16.5 Top 19.185 15.041 

3 12.0 Top 16.620 13.066 

2 9.0 Top 12.671 10.851 

1 5.8 Top 9.569 7.365 

Base 0.0 Top 0.000 0.000 

Table 3 – Story displacement 

Story 
X-Dir,  

mm 

Y-Dir,  

mm 
GB50011-2010 

4 0.0006 0.0005 “conform” 

3 0.0019 0.0014 “not conform” 

2 0.0018 0.0013 “conform” 

1 0.0015 0.0013 “conform” 

Base 0.0000 0.0000 – 

Table 4 – Frame stiffness 

Story 
X-Dir,  

108 N/m 

Y-Dir,  

kN/m 
GB50011-2010 

4 3.51 4.53 “conform” 

3 3.26 4.57 “conform” 

2 3.41 4.73 “conform” 

1 2.23 3.12 “weak 1st story” 

Base 0.00 0.00 – 

Table 5 – Frame stiffness 

Model 
Single  

BRB 

X BRB 

frame 
Inverted V BRB Frame 

1 0.498 0.415 0.480 

2 0.468 0.401 0.438 

3 0.356 0.3000 0.330 
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Weak areas are identified by comparing the results to 

the “Code for Seismic Design of Buildings” GB50011-

2010, which states that the maximum drift ratio must be 

less than 1/550, the maximum period ratio must be less 

than 0.9, and the storey stiffness of the floor must not be 

less than 70 % of the upper floor stiffness and 80% of the 

average of all above floors). The modal results (Table 1, 

Figure 4) reveal that the building complies with the 

code’s vibration criteria. 

According to the elastic response spectrum analysis 

results, the frame construction will have a weak first 

storey, which will result in concentrated deformation of 

the first storey with horizontal stiffness that does not 

meet Indian standards. This is because the first level lacks 

appropriate lateral bearing features due to the structure's 

planned usage. 

Furthermore, the third storey does not meet the 

standard's criterion for elastic storey drift, causing the 

building to fail before reaching the elastic-plastic stage. 

This is due to the added load and one storey, increasing 

the total mass. 

As a result, reinforcement of the frame structure is 

required to improve the stiffness of the flexible floor and 

reduce the structure's lateral displacement. 

 
  

a b c 

Figure 4 – 1st (a), 2nd (b), and 3rd (c) vibration modes, respectively 

4 Results and Discussion 

The response characteristics of the strengthened 

building were determined using response spectrum 

analysis under the identical stress conditions as the 

original frame. 

For both models, including strengthened and original 

frames, there is a continual vibration of the structure. The 

vibration time of a single brace plan, on the other hand, is 

longer than that of other methods. 

All the models are subjected to a linear time history 

analysis utilizing the direct linear technique of integration 

with the Hilber Hughes Taylor method in the x-direction. 

Figure 5 depicts the utilization of ground motion data. 

The overall stiffness of the structure improved by BRB 

has increased, while the vibration period has decreased 

(Figure 6). 

 

Figure 5 – Ground acceleration time history

 

 
a 

 
b 

Figure 6 – Stiffness of original (a) and strengthened (b) buildings 
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The period ratios of both the X and V BRB schemes 

are less than 0.9, satisfying the requirement that the 

structure's torsional stiffness be less than its lateral 

deformation stiffness. 

Compared to other configurations, the X-direction 

stiffness (Figure 6 a) and Y direction stiffness 

(Figure 6 b) of the frame structure enhanced by X BRB 

configurations have substantially risen. 

The findings reveal that the four BRB configurations 

strengthened the structure while still adhering to the 

Indian design code. 

Compared to other configuration types, the lateral 

displacement of the reinforced concrete frame structure 

enhanced by X BRB (Figure 7) drops the most. 

  
a b 

  

c d 

Figure 7 – Maximum floor displacement (a, b) and drift ratio (c, d) of original (a, c) and strengthened (b, d) buildings 

Furthermore, a single BRB strengthened frame has a 

higher drift ratio, implying that, while all BRB 

reinforcement configurations comply with the standard, a 

single BRB reinforced frame is not a good choice 

compared to others. 

Under frequent earthquakes, the inter-story drift ratio 

of reinforced concrete frame structures shall not exceed 

1/550 (approximately 0.0018), according to the Indian 

seismic code for buildings. It can be observed in 

Figures 7 c–d that the drift ratio of the strengthened 

building fits the requirements. The structure strengthened 

by X, V, and single BRB meets the criteria of the 

appropriate design parameters, with the minimum drift 

ratio for the X BRB configuration. The stiffness of the 

frame reinforced by a single brace configuration is lower 

than that of other configurations, implying that the single 

brace still has the advantage of a minor increase in the 

stiffness of the frame structure after reinforcement 

compared to other configurations. This single BRB layout 

may be advantageous for the tallest building when the 

topmost floors must be fortified to lessen the seismic 

effect of the enhanced structure 

The bearing capacity of ordinary braces is determined 

by: 

,   (1) 

and that of BRB is determined by 𝑁𝑏 = 0.9𝐴𝑓𝑦. 

where Ø – stability coefficient of compression 

members; Af – the cross-section area of the brace; γ𝑛 – 

adjusted slenderness ratio of the brace: 

;   (2) 
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fay – the steel’s yield strength; E – the steel’s elastic 

modulus. 

In the plan of standard support, the steadiness 

coefficient and slimness proportion are basic. As 

indicated by GB50017-2003, the steadiness coefficient 

for class an and class “b” FE500 steel is not exactly or 

equivalent to 1. When a similar steel material and 

comparing regions are utilized for both standard and 

clasping limited supports, the bearing limit of the 

clasping-controlled support will be more noteworthy than 

that of the standard support, as indicated by the two 

flexible bearing limit equations. By comparing the two 

bearing limit equations, accepting a similar material is 

utilized for both clasping controlled supports and BRB, 

and taking the most extreme worth of the security 

coefficient, the necessary space of customary support to 

accomplish a similar bearing limit as BRB is discovered 

to be 1.215 occasions that of BRB. 

The results in Figure 8 show that when subjected to 

small earthquakes, the reinforced concrete frame with 

standard braces meets displacements (Figure 8 a–b) and 

maximum drift ratio (Figure 8 c–d) requirements for the 

Indian building seismic code. 

  
a b 

  
c d 

Figure 8 – Stiffness of original binding and strengthened building by ordinary braces and BRB 

Ordinary braces with the same configuration (X type), 

material, and dimensions as BRB are installed at the 

exact location in reinforced concrete frame construction 

as BRB to effectively compare the two types of braces’ 

seismic effect. 

Both the frame structure strengthened by ordinary 

braces and the BRB brace meet the specification's 

interlayer displacement requirements, but the drift for the 

structure strengthened by ordinary braces is greater than 

the drift for the BRB brace (Figure 4.4.c, d). Because the 

project examines identical cross-section areas, this is the 

case. 

Because all braces are designed to remain elastic 

during mild earthquakes, conventional braces with Indian 

requirements will have a greater area and higher stiffness 

than BRB, resulting in a lower drift ratio and building 

horizontal displacement than BRB. 

Because the larger cross-section area of a conventional 

brace is expensive, it may be recommended when project 

cost is not considered. 

When just unbending nature and bearing limit are 

required, both BRB and standard supports can be used. 

Anyway, the previous is more financially savvy while the 

last has a superior inflexibility sway 
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The structure reaction is accepted to react in a solely 

flexible way during versatile reaction range investigation. 

However, because of the mathematical nonlinearity of the 

structure, material nonlinearity of some primary 

individuals, and reasonable seismic nonlinearity practices 

of some underlying individuals. It is helpful to perform a 

non-direct reaction range examination. 

The nonlinear time history examination of the fortified 

structure under solid tremors is inspected in this 

investigation. 

According to the Code for Seismic Design of 

Buildings in India, the genuine five severe earthquake 

recordings and two synthetic earthquakes were chosen 

based on building sites and design earthquakes grouping. 

The spectral features of the selected seismic waves 

were as close as possible to the building site's 

characteristic period, and the seismic waves' duration was 

chosen in line with the code. 

The reinforced structure’s earthquake resistance was 

evaluated, and the joint displacement, acceleration, and 

base shear of the two types of braces were compared. 

Figure 9 presents the time history results of building 

strengthened by BRB and by ordinary braces. 

The results show that under rare earthquakes, the base 

shear (Figure 9 c), peak acceleration (Figure 9 b), and 

peak displacement time history (Figure 9 a) of BRB 

structure are smaller than those of ordinary braces. The 

restrained buckling braces provide an additional damping 

ratio for the structure, which reduces the displacement 

response of the structure under earthquakes and reduces 

the damage of the main structure caused by earthquakes. 

5 Conclusions 

According to Indian seismic design requirements, both 

restrained buckling braces and regular braces can be 

employed to strengthen reinforced concrete frame 

structures under the action of mild earthquakes, according 

to the results of elastic response spectrum analysis. This 

is since typical bracing will not buckle during mild 

earthquakes. When comparing the stiffness performance 

of standard braces with BRB braces, ordinary braces will 

require a larger cross-section area than BRB braces. 

Regular braces fail more frequently due to excessive 

buckling, whereas buckling restricted braces remain 

stable, as seen by the superior performance of the frame 

structure constrained by buckling restrained braces 

compared to that of ordinary braces are not a safe option 

for bracing concrete frame constructions in areas where 

significant earthquakes are forecast. 

Different BRB configurations are investigated. The 

results demonstrate that inverted V buckling restrained 

braces perform better than V BRB. This is because while 

one member is under tension, another is under 

compression, and the force is directly passed to the 

column of the next lower floor in an inverted V brace. 

However, in the case of a V brace, the load will be passed 

to the beam and then to the column, affecting the bearing 

capacity. 

 

a 

 

b 

 

c 

Figure 9 – Time history results of building strengthened  

by BRB and by ordinary braces 
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Abstract. The work analyzes the influence of the number of passes in a shell and tubes condenser heat 

exchanger, with an inlet pressure of R134a refrigerant in the shell equal to 1.2 MPa. The fluid that circulates 

in the tubes is water or water-based nanofluid with a fraction of aluminum oxide nanoparticles (Al2O3), and 

the methodology used subdivides the heat exchanger into three distinct regions: the overheated region, the 

saturated region, and the subcooled region. The main parameters used to analyze the thermal performance 

of the heat exchanger were efficiency and effectiveness. Efficiency in the superheated steam region is close 

to 1.0. There is scope for increasing thermal effectiveness, which can be improved with more significant 

passes in the tube. The saturated steam region process is efficient for lower mass flow rates of the fluid in 

the tube, but it is ineffective. However, it is highly effective for high mass flow rates. There is ample scope 

for increasing effectiveness in the subcooled region. Still, the fluid inlet temperature in the pipe and the 

work refrigerant pressure are the limiting factors for greater heat exchange in the subcooled region. 

Keywords: heat exchange, refrigerant, tube condenser, thermal performance.

1 Introduction 

The article aims to analyze the influence of the number 

of passes on the tube in a shell and tubes condenser heat 

exchanger using the concepts of efficiency and 

effectiveness. 

The heat exchanger used as a base consists of a shell 

and 36 tubes, with three regions of 12 tubes each. The 

refrigerant is R134a, and the nanofluid in the tubes is based 

on water and a fraction of aluminum oxide nanoparticles 

(Al2O3). The refrigerant's working pressure is equal to 

1.2 MPa, and the inlet temperature is equal to 70.5 °C. The 

fluid flowing in the tubes has an inlet temperature equal to 

25 ºC. The shell and tube condenser heat changer in 

question was analyzed experimentally and theoretically by 

Lee and Mai [1], and theoretically by Nogueira [2]. 

2 Literature Review 

One of the essential components in a heat pump is the 

condenser, which transfers energy from the refrigerant to 

water or another fluid at a lower temperature. Shell and 

tube condensers are the most commonly used for heating 

water for their adaptability and easy construction. Heat 

pumps are considered moderately high temperatures when 

the fluid's outlet temperature to be heated varies from 

60 °C to 95 °C. In these operating conditions, the 

temperature difference between inlet and outlet may be 

above 40 °C, and that the condensation temperature 

increases, resulting in a decrease in thermal efficiency. The 

factors that can influence the thermal performance in the 

shell and tube condenser are many and deserve in-depth 

investigation in all aspects [1]. 

The methodology [2] uses the concepts of efficiency 

and effectiveness to analyze the thermal performance of a 

shell and tube condenser, with Freon 134a as a refrigerant 

flowing in the shell at relatively low saturation pressure. 

Water or water-based aluminum oxide nanoparticles flow 

in the tubes. The condenser is divided into three regions to 

facilitate analysis, with four pipes and three passes: 

12 tubes. The refrigerant mass flow rate is fixed equal to 

0.20 kg/s. As a basis for obtaining theoretical results, the 

experimental result obtained from reference [1] was used, 

with a vapor pressure value equal to 1.2 MPa and a water 

flow equal to 0.41 kg/s. 

Bejan [3] presented a procedure to minimize entropy 

generation at a physical system's components. The work's 

fundamental idea is to demonstrate that the system's 
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entropy generation rate is the sum of the contributions of 

all components. If the irreversibility of a component is 

minimized, the reduction occurs at the system's general 

level. 
Fakheri [4] presented a solution for defining thermal 

efficiency in heat exchangers applying thermodynamics' 
second law. It demonstrates that there is an ideal heat 
exchanger for each real heat exchanger that has the same 
thermal resistance, the average temperature difference, and 
the same temperature ratio of cold to the hot fluid inlet. 
The ideal heat exchanger transfers maximum energy and 
generates a minimum amount of entropy, making it more 
efficient and less irreversible. The article provides a new 
way to analyze heat exchangers and heat exchanger 
networks. 

Tiwari and Maheshwari [5] demonstrated that a heat 
exchanger's better thermal performance results from 
efficient energy use and allows for weight reduction. They 
claim that a heat exchanger's performance is generally 
measured by its effectiveness, which does not provide any 
information about its efficiency. The concept of thermal 
efficiency must be based on the second law of 
thermodynamics. Through this procedure, the relationship 
between effectiveness and efficiency can be explained 
mathematically. 

Hermes [6] presented an approach for the optimum 
design of condensers and evaporators. He put forward an 
explicit formulation that expresses the dimensionless rate 
of entropy generation and an expression for the optimum 
heat exchanger effectiveness, based on the working 
conditions, heat exchanger geometry, and fluid. It was 
found that a heat exchanger design with a high aspect ratio 
is preferable to a low aspect ratio, and the heat exchanger 
design that presents the best component-level also leads to 
the best global system performance. 

Nogueira [7, 8] presented an analytical solution for 
obtaining the outlet temperatures in a shell and tube heat 
exchanger. He uses the concepts of efficiency, 
effectiveness (ε-NTU), and irreversibility. The 
nanoparticles' volume fractions ranging from 0.1 to 0.5, 
and the results for efficiency, effectiveness, and 
irreversibility were obtained graphically. The flow 
laminarization effect for nanofluid particles had significant 
relevance in the results. 

The chemical characteristics of refrigerants alternative 
to CFCs have been proposed and implemented by the 
refrigeration industries. HFC-134a is one of the options 
found to replace CFC-12 due to similar physical 
properties. The change in refrigerant in refrigeration 
equipment has led to a detailed investigation of the 
properties of HFC-134a [9]. 

The refrigerant R134a is considered a suitable 
alternative for reducing the effect of refrigerants on the 
ozone layer. The work presented by Roy and Mandal [10] 
uses liquid density, saturation vapor pressure, state 
equation, and specific heat at constant volume to obtain 
mathematical expressions, equations to determine 
different thermodynamic properties of the refrigerant R-
134a. These equations and Maxwell's relations make it 
possible to calculate enthalpy and entropy for the vapor 
state. 

The condensation process of R134a refrigerant in the 
circular and flat tubes was investigated numerically by 
Wen et al. [11]. Two correlations were developed and 
compared with existing correlations that underestimate 
both the heat transfer coefficients and pressure gradients. 

A circular tube and three-flat copper tubes were used to 
determine the aspects associated with the condensation 
enthalpy of R134a. The experimental results demonstrated 
that the existing correlations are not appropriately applied 
for the flattened pipes. A new correlation was developed 
by Kaew-On et al. [12], based on the experimental data. 

Albadr et al. [13] reported an experimental study on 
heat transfer and nanofluid flow with different 
concentrations in a volume of aluminum oxide – Al2O3 
(0.3–2.0 %) in a shell and tube heat exchanger under 
turbulent conditions. The convective heat transfer 
coefficient results demonstrate that the nanofluid has a 
thermal performance slightly superior to that of water at 
the same mass flow and inlet temperature. However, the 
increase in the concentration of nanoparticles causes an 
increase in the friction factor. 

Heat exchangers are used in many applications, such as 
air conditioning and domestic water heating. The work 
developed by Almurtaji et al. [14] provides a systematic 
review of the use of nanofluids to improve the thermo-
hydraulic of such equipment. The objective is to 
emphasize the importance of nanofluids and how their use 
significantly increases heat exchangers' thermal 
efficiency. 

3 Research Methodology 

3.1 General formulation 

Figure 1 shows a diagram for the condenser under 

analysis. The condenser was divided into three regions. 

The regions consist of 12 pipes each: 4 tubes in line and 

three passages in each region. The steam enters the 

overheated region at a temperature equal to 70.5 °C. The 

fluid enters at a temperature equal to 25 °C in the 

subcooled region. There are three horizontal baffles in the 

supersaturated steam region to increase the efficiency of 

heat exchange. The steam flow is equal to 0.20 kg/s. The 

flow rate of the fluid in the tube varies from 0.05 kg/s to 

0.40 kg/s. The properties of fluids are shown in Table 1. 

 

Figure 1 – Scheme for the shell and tubes condenser 
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Table 1 – Properties of the fluids and nanoparticle 

 

The initial input data, three passes, for each of the regions 

are: TREntr = 70.5 ºC; TWEntr = 25.0 ºC; Tsat = 46.02 ºC; 

𝑁𝑇𝑢𝑏𝑒 = 4;                                                                           (1) 

𝑁𝑝𝑎𝑠𝑠 = 3;                                                                            (2) 

𝐷𝑊 = 0.0127 𝑚;                                                                  (3) 

𝐿 = 0.762 𝑚;                                                                         (4) 

𝐵 = 0.0145 𝑚;                                                                     (5) 

𝐶𝐿 = 1.0;                                                                                (6) 

𝐶𝑇𝑃 = 0.85.                                                                          (7) 

So, we have: 

𝑃𝑡 = 1.25𝐷𝑊;                                                                        (8) 

𝐷𝑒 =
1.27

𝐷𝑊
(𝑃𝑡2 − 0.785𝐷𝑊2 );                                       (9) 

𝐷𝑐 = 3.0𝐷𝑊;                                                                        (10) 

𝑃𝑅 =
𝑃𝑡

𝐷𝑊
;                                                                              (11) 

𝐴𝑊 = 𝜋𝐷𝑊𝐿𝑁𝑡𝑢𝑏𝑒𝑁𝑝𝑎𝑠𝑠;                                              (12) 

𝐷𝑠 = 0.637√𝐶𝐿/𝐶𝑇𝑃√𝐴𝑇𝑃𝑅2𝐷𝑐/𝐿;                          (13) 

𝐴𝑠 = 𝐷𝑠𝐵 (1.0 −
𝐷𝑊

𝑃𝑡
) ;                                                  (14) 

Pt is the tube pitch, DW is the tube diameter, De is the 

equivalent hydraulic diameter, B is the baffles spacing, Ds 

is the shell diameter associated with each Region, AW is 

the heat exchange area, As is the shell-side pass area. 

 

𝑅𝑒𝑅 =
�̇�𝑅𝐷𝑒

𝐴𝑠 𝜇𝑅 
;                                                                     (15) 

𝑁𝑢𝑅 = 0.36𝑅𝑒𝑅
0.55𝑃𝑟𝑅

1/3.                                               (16) 

 

At where, �̇�𝑅 is the mass flow, 𝜇𝑅 is the dynamic 

viscosity of the refrigerant, 𝑅𝑒𝑅 is the Reynolds number, 

𝑃𝑟𝑅  is the Prandtl number and 𝑁𝑢𝑅 is the Nusselt number.  

 

ℎ𝑅 =
𝑁𝑢𝑅 𝑘𝑅

𝐷𝑒
,                                                                      (17) 

 

where 𝑘𝑅 is the thermal conductivity and ℎ𝑅 is the 

convection heat transfer coefficient; 
 

𝜌𝑊 = 𝜙𝜌𝐴𝑙 + (1 − 𝜙)𝜌𝑊;                                                (18) 

𝜇𝑊 = (1 + 2.5𝜙)𝜇𝑊;                                                         (19) 

𝜈𝑊 =
𝜇𝑊

𝜌 𝑊
;                                                                            (20) 

𝐶𝑝𝑊 = [𝜙𝜌𝐴𝑙𝐶𝑝𝐴𝑙 + (1 − 𝜙)𝜌𝑊𝐶𝑝𝑊]/𝜌𝑊;                 (21) 

𝑘𝑊 =
𝐾𝐴𝑙 + 2𝑘𝑊 + 2(𝑘𝐴𝑙 − 𝑘𝑊 )(1 + 0.1)3 𝜙

(𝐾𝐴𝑙 + 2𝑘𝑊 − (𝑘𝐴𝑙 − 𝑘𝑊 ) (1 + 0.1)2𝜙)
𝑘 𝑊; (22) 

𝛼𝑊 =
𝑘𝑊

𝜌 𝑊𝐶𝑝𝑊 
;                                                                  (23) 

𝑃𝑟𝑊 =
𝛼𝑊

𝜈 𝑊
,                                                                         (24) 

 

where 𝜌𝑊 is the density of the flud, 𝜇𝑊 is the dynamic 

viscosity of the fluid, 𝜈𝑊 is the kinematic viscosity of the 

fluid, 𝐶𝑝𝑊 is the specific heat of the fluid, 𝑘𝑊 is the 

thermal conductivity and 𝑃𝑟𝑊  is Prandtl number. 
 

�̇�𝑊𝑇 = �̇�𝑊/𝑁𝑇𝑢𝑏𝑒;                                                            (25) 

𝑅𝑒𝑊 =
4�̇�𝑊𝑇

𝜋𝐷𝑊 𝜇 𝑊
,                                                               (26) 

 

where  �̇�𝑊 is the flow inlet of the fluid, �̇�𝑊𝑇 is the flow 

in each tube and 𝑅𝑒𝑊 is the Reynolds number; 
 

𝑁𝑢𝑊 = 4.364 +
0.0722𝑅𝑒𝑊 𝑃𝑟𝑊  𝐷𝑊

𝐿
                                    

 𝑓𝑜𝑟 𝑅𝑒𝑊 ≤ 2,100;                                                            (27) 

𝑁𝑢𝑊 =
[(

𝑓𝑡
8

) (𝑅𝑒𝑊 − 103 )𝑃𝑟𝑊] (1 +
𝐷𝑊

𝐿
)

0.67

1 + 1.27√𝑓𝑡
8

(𝑃𝑟𝑊
0.67 − 1)

           

𝑓𝑜𝑟 2,100 < 𝑅𝑒𝑊 ≤ 10 4;                                                (28) 

𝑓𝑡 = [1.82𝐿𝑜𝑔(𝑅𝑒𝑊) − 1.64]−2;                                   (29) 

𝑁𝑢𝑤 = 0.027𝑅𝑒𝑤
0.8𝑃𝑟𝑤

1/3 𝑓𝑜𝑟 𝑅𝑒𝑊 > 104;              (30) 
 

ft is the friction factor and 𝑁𝑢𝑊 is the Nusselt number. 
 

ℎ𝑊 = (𝑁𝑢𝑊 𝐾𝑊)/𝐷 𝑊;                                                     (31) 

𝑈𝑜 =
1

1
ℎ𝑅

+
1

ℎ𝑊

,                                                                   (32) 

 

where 𝑈𝑂 is the global heat transfer coefficient; 
 

𝐶𝑅 = �̇�𝑅𝐶𝑝𝑅;                                                                       (33) 

𝐶𝑊 = �̇�𝑊𝐶𝑝𝑊;                                                                    (34) 

𝑁𝑇𝑈 =
𝐴𝑊 𝑈𝑂

𝐶𝑚𝑖𝑛
;                                                                  (35) 

𝐹𝑎 = (𝑁𝑇𝑈/2)(1 − 𝐶∗ );                                                 (36) 

𝐶∗ = 𝐶𝑚𝑖𝑛/𝐶𝑚𝑎𝑥;                                                            (37) 
 

𝐶𝑅 is the thermal capacity of the refrigerant, 𝐶𝑊 is the 

thermal capacity, NTU is called the Number of Thermal 

Units, Cmin is the smallest of the specific heats; 
 

𝜎𝑇 = 𝑡𝑎𝑛ℎ(𝐹𝑎)/𝐹𝑎;                                                         (38) 

𝜂𝑇 =
1

1
𝜎𝑇 𝑁𝑇𝑈

+
1 + 𝐶∗

2

;                                                  (39) 

 

𝜎𝑇 is thermal efficiency and 𝜂𝑇 is the thermal 

effectiveness. 

Properties 
Freon R134a 

Water Al2O3 
I III 

k, W/(m K) 15.4 74.71 0.60 31.9 

Cp, J/(kg K) 1,144 1,498 4180 837 

µ, 10–6 kg/(m s) 12.3 161.45 75.8 4.65 

ρ, kg/m3 50 1,146 997 3950 

ν, 10–7 Ν·m2/s 2.47 1.40 0.80 0.118 

α, 10–6 m2/s 269.0 43.5 0.143 9.65 

Pr 1,091 310.7 5.68 818 
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3.2 Solution procedure for the region I 
 

𝑇𝑊𝑖 = 𝑇𝑠𝑎𝑡 − ∆𝑇1,                                                              (40) 
 

where ∆𝑇1 – the actual temperature of the fluid inlet in 

Region I for a given flow in the tube. The experimental 

data from reference [1] (Table 1) were used: inlet 

temperature equal to 70.5 °C, and mass flow for the tube 

fluid equal to 0.41 kg/s. Then, we define:  
 

∆𝑇1 = 0.0 𝑓𝑜𝑟 𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑟𝑒𝑠𝑢𝑙𝑡𝑠;                             (41) 

∆𝑇1 = 2.0 𝑓𝑜𝑟 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑟𝑒𝑠𝑢𝑙𝑡𝑠;                        (42) 

𝑇𝑅𝑖 = 𝑇𝑅𝐸𝑛𝑡𝑟;                                                                  (43) 

𝑄𝐴𝑐𝑡𝑢𝑎𝑙 =
(𝑇𝑅𝑖 − 𝑇𝑊𝑖  )𝐶𝑚𝑖𝑛

1
𝜎𝑇 𝑁𝑇𝑈

+
1 + 𝐶∗

2

;                                       (44) 

𝑇𝑊 = (𝑄𝑎𝑐𝑡𝑢𝑎𝑙/𝐶𝑊 ) + 𝑇𝑊 𝑖;                                         (45) 

𝑇𝑅 = 𝑇𝑅𝑖 − (𝑄𝐴𝑐𝑡𝑢𝑎𝑙/𝐶𝑅  ),                                              (46) 
 

where 𝑄𝐴𝑐𝑡𝑢𝑎𝑙   – the heat exchange between fluids, 

𝑇𝑊𝑖  is the fluid inlet temperature, 𝑇𝑅𝑖 is the fluid inlet 

temperature. 

Then, 
 

𝑇𝑅𝑖 = 𝑇𝑅𝑖 −∈1 .                                                                 (47) 
 

Return to equation (44) and recalculate 𝑄𝐴𝑐𝑡𝑢𝑎𝑙 , 𝑇𝑊, 

and 𝑇𝑅. 

∈1 It is a value that allows precision in determining TR 

and TW. 

The procedure at Region I ends when: 
 

𝑇𝑅𝑖 ≤ 𝑇𝑠𝑎𝑡.                                                                         (48) 
 

3.3 Solution procedure for the region II 

𝑋 = 1;                                                                                   (49) 

ℎ𝑙𝑣 = ℎ𝑣 − ℎ𝑙;                                                                   (50) 

𝜇𝑅 = 𝜇𝑅𝑙𝑋 + 𝜇𝑅𝑉(1 − 𝑋);                                               (51) 

𝜌𝑅 = 𝜌𝑅𝑙𝑋 + 𝜌𝑅𝑉(−𝑋);                                                    (52) 

𝑘𝑅 = 𝑘𝑅𝑙𝑋 + 𝑘𝑅𝑉(1 − 𝑋);                                               (53) 

𝐶𝑝𝑅 = 𝐶𝑝𝑅𝐿𝑋 + 𝐶𝑝𝑅𝑉(1 − 𝑋);                                       (54) 

𝑃𝑟𝑅 = 𝑃𝑟𝑅𝑙𝑋 + 𝑃𝑟𝑅𝑉(1 − 𝑋),                                          (55) 
 

where X – the steam fraction in Region II; 
 

𝑅𝑒𝑅 = (�̇�𝑅𝐷𝑒)/(𝐴𝑠 𝜇𝑅 );                                                 (56) 

∆𝑓

= 𝑇𝑠𝑎𝑡 − 𝑇𝑅𝐸𝑓 ;                                                                   (57) 

ℎ𝑅 = 0.943[𝑘𝑅𝜌𝑅  𝑔ℎ𝑙𝑣/(𝜇𝑅𝐷𝑠∆𝑓)]
0.25

,                       (58) 
 

where 𝑅𝑒𝑅 – the number of Reynolds in Region II;  

∆𝑓 – a reference temperature difference; ℎ𝑅 is the 

convection heat transfer coefficient, and 𝑇𝑅𝐸𝑓 = 0. 

ℎ𝑅 varies with properties. The heat exchange between 

fluids in Region II is achieved by: 
 

𝜎𝑇 =
𝑡𝑎𝑛ℎ(𝐹𝑎)

𝐹𝑎
;                                                                (59) 

𝜂𝑇

= (
1

𝜎𝑇 𝑁𝑇𝑈
+

1 + 𝐶∗

2
)

−1

;                                                 (60) 

𝑄𝐴𝑐𝑡𝑢𝑎𝑙 =
(𝑇𝑠𝑎𝑡 − 𝑇𝑊𝑖  )𝐶𝑚𝑖𝑛

1
𝜎 𝑇𝑁𝑇𝑈

+
1 + 𝐶∗

2

;                                    (61) 

𝑇𝑊 = 𝑇𝑊𝑖 − (𝑄𝑅/𝐶∗ );                                                    (62) 
 

Therefore: 
 

𝑇𝑊𝑖 = 𝑇𝑊𝑖 −∈2                                                                 (63) 
 

Return to Equation 60 and recalculate 𝑄𝐴𝑐𝑡𝑢𝑎𝑙 , 𝑇𝑊. 

∈2 It is a value that allows precision in determining TW. 

The procedure at Region II ends when: 
 

𝑋 < 0.                                                                                    (64) 
 

3.4 Solution procedure for the region III 

𝑇𝑊𝑖 = 25 °C;                                                                      (65) 

𝑇𝑅𝑖 = 𝑇𝑠𝑎𝑡.                                                                         (66) 
 

The initial calculations use the properties as shown in 

Table 1, Region III. Then equations 15 to 17, 33 to 39 must 

be recalculated. 
 

𝑄𝐴𝑐𝑡𝑢𝑎𝑙 =
(𝑇𝑅𝑖 − 𝑇𝑊𝑖  )𝐶𝑚𝑖𝑛

1
𝜎𝑇 𝑁𝑇𝑈

+
1 + 𝐶∗

2

;                                       (67) 

𝑇𝑊𝑜 = 𝑇𝑊 − (𝑄𝐴𝑐𝑡𝑢𝑎𝑙/𝐶𝑊);                                           (68) 

𝑇𝑅𝑜 = 𝑇𝑅 − (𝑄𝐴𝑐𝑡𝑢𝑎𝑙/𝐶𝑅);                                              (69) 

TW = 𝑇𝑊𝑜;                                                                          (70) 

𝑇𝑅 = 𝑇𝑅 − ∆𝑇2.                                                                  (71) 
 

Therefore, 
 

𝑇𝑊𝑖 = 𝑇𝑊𝑖 −∈2 .                                                               (72) 
 

Return to equation (67) and recalculate 𝑄𝐴𝑐𝑡𝑢𝑎𝑙 , 𝑇𝑊𝑜, 

and 𝑇𝑅𝑜. 

∈2 It is a value that allows precision in determining TRo 

and TWo. 

The procedure at Region III ends when: 
 

𝑇𝑊𝑖 ≤ 𝑇𝑊𝐸𝑛𝑡𝑟.                                                                 (73) 
 

In this case, we have the outlet temperature of the 

refrigerant. 

∆𝑇2 allows determining the real temperature of the fluid 

inlet in Region I. The experimental data of Table 1 of the 

reference [1] is used as reference: Inlet temperature equal 

to 70.5 °C, refrigerant pressure equal to 1.2 MPa, and mass 

flow equal to 0.41 kg/s. Then, we define: 
 

∆𝑇2 = 0 𝑓𝑜𝑟 𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑟𝑒𝑠𝑢𝑙𝑡𝑠;                                (74) 

∆𝑇2 = 0.085 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑟𝑒𝑠𝑢𝑙𝑡𝑠.           (75) 

4 Results and Discussion 

4.1 Region I – superheated steam 

In the region of superheated steam of the heat exchanger 

in question, Region I, already described and represented 

by Figure 1, there are three well-defined temperatures: 

fluid inlet temperature in the tubes, refrigerant inlet 

temperature R134a, and pressure saturation temperature 

equal to 1.2 MPa, that is, 46.02 °C. The energy available 

for heat exchange depends on the temperatures of the 

refrigerant. With an inlet temperature equal to the outlet 

temperature of Region II, the fluid entering the tubes of 

saturated steam absorbs all the energy, and its outlet 

temperature depends on its mass flow rate. Less mass flow 

rate, higher outlet temperature, due to its lower thermal 



 

Journal of Engineering Sciences, Volume 8, Issue 1 (2021), pp. F1–F10 F5 

 

capacity; that is, there is a more significant temperature 

variation per unit mass. As the nanofluid has thermal 

diffusivity higher than that of water, its outlet temperature 

is slightly higher. 

Figure 2 presents results for temperature profiles for 

nanofluid in Region I, superheated steam, for two lengths 

of the heat exchanger, L1 = 0.762 m and L2 = 1.016 m, and 

three different flow rates for the flow of the fluid in the 

tube, 0.05 kg/s, 0.20 kg/s, and 0.40 kg/s. There is a 

proportional increase of 33.33% in the heat exchanger's 

length, which provided a maximum increase in the fluid's 

outlet temperature in the tube equal to 4.3 %, for the lowest 

flow rate, equal to 0.05 kg/s. The increase in the outlet 

temperature is insignificant for higher flow rates due to the 

greater thermal capacity. Increasing the heat exchange area 

through a longer heat exchanger length is not 

advantageous when higher outlet temperatures are desired 

for the tubes' fluid since this procedure is economically 

more expensive. 

Figure 3 presents results for temperature profiles in 

Region I for water and nanofluid (Al2O3). The flow of the 

fluid in the tube is equal to 0.050 kg/s, that is, the flow that 

allows the highest outlet temperature in the analysis in 

question. The number of passes in the tube varies from 3 

to 6 passes; that is, the heat exchange area is doubled. The 

outlet temperature observed between these extremes 

increases by 6.85 % for the nanofluid and 6.22 % for water. 

Since it is undoubtedly a less costly procedure than 

doubling the heat exchanger's length, Auspicious results 

affect not only Region I but also other regions. 

 

 
 

Figure 2 – Influence of heat exchanger length  

and fluid flow in the tube 

 
 
Figure 3 – Influence of the number of passes on the tube  

on the temperature profile in Region I 

 

The fluid outlet temperature in the tubes in Region I, as 

a function of the mass flow rate, is represented by Figure 4, 

for water and nanofluid. As previously noted, the highest 

outlet temperature corresponds to the lowest flow in the 

analysis. However, as the tubes' flow increases, the 

difference between the outlet temperatures, when the 

number of passes in the tube is doubled, decreases 

progressively as the flow rate varies from laminar to 

turbulent regime. It is not advantageous to increase the 

number of passes for flow rates above 0.3 kg/s, for 

Reynolds number above 104, within the range of flow rates 

analyzed, when what is desired is the highest possible 

outlet temperature for the fluid in the tubes. 

 
Figure 4 – Influence of the number of passes in the tube  

on the outlet temperature in Region I 
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Figure 5 - Influence of the number of passes on the tube  

on thermal efficiency in Region I 

 

Thermal efficiency in Region I is represented by 

Figure 5, using the number of passes in the tube as a 

parameter. Efficiency is exceptionally high in all situations 

analyzed. However, there is a slight decrease when the 

number of passes increases and when the flow regime 

varies from laminar to turbulent. For lower flow, equal to 

0.05 kg/s, the efficiency is equal to 1 regardless of the 

number of passes. This result reflects the fact that there is 

a more significant temperature variation between inlet and 

outlet in this flow rate. 

 
 
Figure 6 – Influence of the number of passes on the tube  

on the thermal effectiveness in Region I 

 

Thermal effectiveness in Region I is represented by 

Figure 6, using the number of passes in the tube as a 

parameter. The effectiveness is doubled practically when 

the number of passages in the pipe is doubled for the entire 

flow range analyzed, varying from 0.2 to 0.4 for flow equal 

to 0.05 kg/s. Despite this, effectiveness is relatively low, 

demonstrating that not all of the potential for heat 

exchange is tapped; that is, the heat exchange is below the 

maximum possible for the number of passes under 

analysis. 

As a summary for Region I: 

1) we can say that the mass flow rate that allows the 

highest outlet temperature is the lowest possible, equal to 

0.05 kg/s; 

2) the outlet temperature increases as the number of 

passes through the tube increases; 

3) there is scope for increasing thermal effectiveness, 

although efficiency is very close to 1 in all cases; 

4) the effectiveness can be improved with a more 

significant number of passes in the tube; 

5) the heat exchange process in Region I is efficient, it 

works, but it can become more effective when it comes to 

obtaining the highest possible outlet temperature for the 

fluid in the tube. 

4.2 Region II – saturated steam 

In the region of saturated steam of the heat exchanger 

in question, Region II, already described and represented 

through Figure 1, there are two well-defined temperatures: 

fluid outlet temperature in the tubes and the saturation 

temperature in the pressure equal to 1.2 MPa, that is, 

46.0 °C. However, the quantity of relevant importance is 

the enthalpy available for each steam fraction X, which 

varies between dry saturated steam, X = 1, and subcooled 

liquid, X = 0. The available energy, therefore, depends on 

the enthalpy available between these two extremes. As the 

refrigerant's mass flow rate is constant, equal to 0.20 kg/s, 

the available energy is the same for all liquid flows in the 

tubes. 

The fluid that passes through the tubes enters Region II 

with an unknown temperature, to be determined using the 

methodology described above. 

The fluid temperature in the tubes entering Region I and 

leaving Region II depends on the number of passes in the 

tube, as shown in Figure 7 below. Although close, there is 

a slight difference between the number of passes, and a 

smaller number of passes has a lower outlet temperature in 

Region II, as shown in Figure 3. As the mass flow rate of 

the fluid in the tubes is the same, equal to 0.05 kg/s, a more 

extensive exchange area, that is, a more significant number 

of passes in the tube absorbs a greater amount of energy, 

which reflects a more substantial difference in temperature 

between the entrance and the exit of Region II. 

Figure 8 shows the inlet temperatures in Region II to 

function the number of passes in the tube and the fluid's 

mass flow rate. As discussed in the paragraph above, in 

Figure 7, the highest inlet temperature in Region II 

corresponds to the lowest number of passes in the tube, 

equal to three passes. 

Thermal efficiency in Region II is represented by 

Figure 9, using as a parameter the number of passes in the 

tube. Efficiency is equal to 1.0 for lower flow rate, equal 

to 0.05 kg/s, regardless of the number of passes, and falls 

progressively as the flow rate increases, with significant 

dependence on the number of passes. The efficiency is 0.6 

for water and 0.5 for nanofluid when the number of passes 

is equal to 6, and the tubes' flow corresponds to 0.40 kg/s. 
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The thermal effectiveness in Region II is represented by 

Figure 10, using the number of passages in the tube, and 

varying the pipes' flow. The effectiveness increases 

progressively with the mass flow rate variation, varying 

between 0.4, for mass flow rate equal to 0.05 kg/s, to 0.8, 

for mass flow rate equal to 0.40 kg/s, when the number of 

passes is equal to 3. 

When the number of passes in the tube is 6, the 

effectiveness approaches 1.0 for the highest mass flow rate 

in the pipes: 0.40 kg/s. Therefore, in this situation, the heat 

exchange comes at the maximum possible in Region II. 

 

Figure 7 – Influence of the number of passes on the tube  

on the temperature profile in Region II 

 

 
Figure 8 – Influence of the number of passes  

on the temperature of entry in Region II 

 

In summary, for Region II: 

1) the highest inlet temperature is obtained for the 

lowest flow in the pipe and the lowest number of passes;  

2) efficiency is high, close to 1.0, regardless of the 

number of passes in the tube;  

3) the effectiveness is low for lower flows, and the 

number of passes equal to 3; 

4) the effectiveness is rising to values close to 0.8 for a 

higher flow rate: 0.40 kg/s. 

Region II's heat exchange process is efficient, works for 

lower mass flow rates of the fluid in the tube and fewer 

passes in the pipe. However, it is not effective; that is, it 

does not absorb all the available energy.  

 

 
 
Figure 9 – Influence of the number of passes on the tube  

on thermal efficiency in Region II 

 

 
 
Figure 10 – Influence of the number of passes on the tube  

on the thermal effectiveness in Region II 

4.3 Region III – subcooled liquid 

In the region of subcooled liquid of the heat exchanger 

in question, Region III, already described and represented 

through Figure 1, three well-defined temperatures are 

outlet and inlet temperatures in the pipes and inlet 

temperature refrigerant. The inlet temperature in the pipes 

is equal to 25.0 °C, and the inlet temperature of the 

refrigerant is equal to 46.0 °C. 

The refrigerant's outlet temperature in Region III is 

unknown, determined using the methodology described 

above. 

The refrigerant's outlet temperature in Region III, 

depending on the fluid flow in the tubes, depends on the 

number of passes in the tube, as represented by Figure 11, 
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for refrigerant flow equal to 0.20 kg/s. The refrigerant 

outlet temperature is lower, close to 37 ºC, for water flow 

equal to 0.40 kg/s and the number of passes in the tubes 

equal to 3. The refrigerant outlet temperature is slightly 

higher for nanofluids' mass flow rate in the tubes, in all 

flow rates analyzed. Note that the flow laminarization 

process, as a function of the fraction of aluminum oxide 

nanoparticles (Al2O3), is observable. 

The energy to be absorbed by the refrigerant is defined 

by the inlet and outlet temperatures and the mass flow rate 

of the fluid in the tubes. The temperature difference in the 

refrigerant between the inlet and the outlet is a function of 

the fluid's thermal capacity in the tubes and the heat 

exchange area. The fluid with the most significant thermal 

capacity donates the greatest amount of energy, which 

allows for a more significant temperature difference for the 

refrigerant, as represented by Figure 12.  

 

 
Figure 11 - Influence of the number of passes through the tube 

on the refrigerant outlet temperature in Region III 

 

 
 
Figure 12 – Influence of the number of passes in the pipe  

on the temperature of the refrigerant in Region III 

 

When analyzing the heat exchange as a function of the 

exchange area, depending on the number of passes in the 

tube, in Region III, it becomes necessary also to consider 

the overall heat transfer coefficient. 

The global heat transfer coefficient is greater for fewer 

passes in the tube, as shown in Figure 13. It is evident that 

the smaller number of passes, that is, the smaller heat 

exchange area, has a greater influence on the global 

coefficient heat exchange than the most significant 

temperature difference between inlet and outlet for the 

refrigerant. Remembering that the available energy is 

practically the same (Figure 7), depending on the fluid's 

temperature entering and leaving the tubes. 

 

 

 

 

 

 
Figure 13 - Global heat transfer coefficient in Region III  

as a function of the number of passes in the pipe 

 

 
Figure 14 - Influence of the number of passes on the tube  

on thermal efficiency in Region III 
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Figure 15 – Influence of the number of passes on the tube  

on thermal effectiveness in Region III 

 

The thermal efficiency in Region III is exceptionally 

high, as shown in Figure 14, for the entire range of mass 

flow and the number of passes in the tube. 

The effectiveness is extremely low in Region III, as 

shown in Figure 15, for the entire range of mass flow in 

the tube and the number of passes in the tube. It can be 

observed, in this case, that the effectiveness is slightly 

higher for a more significant number of passes in the tube 

and, also, for greater mass flow rates of the fluid in the 

tube. The heat exchange is shallow, and there is ample 

scope for increasing effectiveness. However, the fluid inlet 

temperature in the tube is fixed, equal to 25 ºC, and is the 

limiting factor for greater heat exchange. There are two 

possibilities to increase the effectiveness in Region III: 1 - 

decrease the fluid's temperature entering the tube; 2 - 

increase the refrigerant inlet pressure, increasing the 

saturation temperature of the refrigerant, thus increasing 

the temperature difference between fluid outlet and inlet in 

the tubes. 

5 Conclusions 

The mass flow rate allows the highest outlet 

temperature in superheated steam is the lowest possible, 

equal to 0.05 kg/s. 

There is scope for increasing thermal effectiveness in 

superheated steam. It can be improved with a more 

significant number of passes in the tube or a change in the 

inlet temperature of the refrigerant.  

The highest inlet temperature for the fluid in the pipe, 

in the saturated region, is obtained for the lowest flow and 

the lowest number of passes. 

Efficiency in the saturated steam region is 1.0 for a 

lower flow rate, regardless of the number of passes in the 

pipe. 

The saturated steam region's effectiveness is low for 

lower flows, rising to values close to 0.8 for a higher flow 

rate.  

The saturated steam region process is efficient for lower 

mass flow rates of the fluid in the tube but is not effective. 

However, is highly effective for high mass flow rates. 

The thermal efficiency in the subcooled region is 

exceptionally high for the entire mass flow rate range and 

passes in the pipe. 

The effectiveness is extremely low in the subcooled 

region for the entire range of mass flow in the tube and the 

number of passes in the tube.  

The subcooled region's effectiveness is slightly higher 

for a more significant number of passes in the tube and, 

also, for greater mass flow rates of the fluid in the tube. 

The heat exchange is shallow, and there is ample scope for 

increasing effectiveness. The fluid inlet temperature in the 

pipe equal to 25 ºC is one of the limiting factors for greater 

heat exchange.  

Thus, to increase the subcooled region's effectiveness, 

it is necessary to decrease the fluid's temperature entering 

the pipe or increase the refrigerant inlet pressure. 
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Abstract. The creation of energy-saving turbogenerators is an essential component of the development of small 

energy systems. The gradual growth of interest in distributed electricity generation necessitates the constant 

improvement of these units. Moreover, they implement a more environmentally friendly generation method than when 

using microturbine units that use fuel to carry out the work process. Nowadays, turbogenerators are created based on 

different types of expansion machines, which have their advantages and disadvantages, given in this article. Compared 

to competitors, vortex expansion machines have good prospects and the necessary potential to expand their research 

and produce turbogenerators. An experimental vortex expansion machine with a peripheral-lateral channel and ability 

to change the geometric parameters of its flowing part was created to meet these needs. Experimental studies of the 

machine were performed on a special stand with air as a working fluid. As a result of the tests, the data were successfully 

obtained and processed. They are presented in the form of tables and graphical dependencies. The nature of the 

influence of thermodynamic parameters and geometric parameters of the flow part on the efficiency of the vortex 

expansion machine and turbogenerator based on it to further improve and create new turbogenerators is clarified. 

Keywords: energy saving turbogenerator, vortex turbine, change of geometrical parameters, utilization, the energy of 

excess gas pressure.

1 Introduction 

The load on energy systems in the modern world only 

increases with the increasing capacity and number of 

consumers. It is necessary to generate more and more 

electricity, which increasingly busy networks must endure. 

The development of small energy systems can reduce the 

load on them or even solve this problem. 

The efficiency of mini-power plants is relatively high, 

and there are many types of installations, e.g., mini-CHPs, 

mini-hydropower plants, geothermal, wind and solar, and 

heat pump installations. 

Such stations are closest to consumers, which 

minimizes losses on energy transportation, which is why 

they are considered the future of energy. 

2 Literature Review 

The electricity needs of large consumers can be met by 

conventional gas turbines, while micro-turbine plants are 

increasingly meeting the needs of small and medium-sized 

consumers. These machines have their power up to 

500 kW but can provide power up to 2–3 MW when 

combined. Microturbine units usually include a 

compressor, radial turbine, inverter, and recuperator. The 

efficiency of such plants in the production of electricity is 

low, but the efficiency is increased significantly in the case 

of using the cogeneration process and other related 

systems. The main disadvantage of these plants is the need 

for fuels such as natural gas, associated petroleum gas, 

biogas, and alike. There are many schemes for their 

improvement, but the use of additional resources is costly 

and not always possible, and in the process of work, in any 
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case, combustion products are formed, harmful to the 

environment [1]. 

A more environmentally friendly way is using 

turboexpander units in places of gas throttling at gas 

distribution stations and points in various industrial 

processes [2–4]. The generation is economically profitable 

for the development of enterprises and the energy system 

as a whole, so the topic is essential and relevant [5–7]. 

There are known examples of the construction of such 

plants using different types of turbines and related systems. 

Reciprocating machines are relatively inexpensive but 

rather bulky, have many moving parts, create significant 

vibrations, the oil in them comes into contact with the 

working fluid and needs regular replacement, frequent 

stops are needed for repairs. Expanders with a rolling 

piston due to the specific design and internal friction 

require frequent replacement of parts [8]. At power up to 

500 kW, application of vortex expanding machines is 

possible. As centripetal, axial, and jet-reactive [9], they 

have a single moving part – the rotor, but lower speeds, 

which allows gearless execution (for example, with the 

location of the impeller directly on the generator shaft), 

providing greater compactness and reliability at lower 

levels noise. The work [10] is devoted to a turbogenerator 

based on a screw installation. Compared to it, vortex 

machines are easier to manufacture and maintain because 

they use an oil-free working cavity, which significantly 

simplifies the design, and there are no technologically 

complex parts such as screws. Prospects for using these 

energy-saving installations are gradually expanding with 

the improvement of electronics – increasing the operating 

time of equipment without human intervention. 

Vortex machines have a large variety of flowing parts 

due to the complex spiral motion of the gas along the 

length of the flowing part, so they are studied to varying 

degrees by scientists. For example, turbines with an 

external peripheral channel are the most studied, and those 

with a side and peripheral side channel are less studied, 

which provides a wide field for further study and 

improvement. 

3  Research Methodology 

Employees of TRIZ Ltd. and Sumy State University 

calculated according to the existing method of calculating 

vortex expansion machines and then designed and 

manufactured a turbine with a peripheral side channel 

(Figure 1). Its design is made two-channel four-stream and 

involves changing the geometric parameters of the 

machine. In addition, experimental tests were performed 

on an air stand (Figure 2) and involved changing the 

geometric parameters of the flow part of the turbine 

(Figure 3). 

The schematic diagram of the stand is shown in 

Figure 4. 

The studied turbogenerator consists of a vortex 

expansion machine and an electric generator connected to 

each other fearlessly through a coupling. An electric motor 

with a capacity of 10 kW is used as an electric generator. 

The purpose of the vortex expansion machine is to convert 

the energy of excess gas pressure by expanding it in the 

flowing part of the turbine to obtain mechanical work on 

the machine's shaft. 

The working fluid is fed to the vortex turbine via a 

pipeline from the compressor. Once in the turbine, the flow 

of gas through the nozzle moves to the flow part, which is 

formed by the channel of the housing and the interscapular 

channels of the impeller. The movement of gas particles in 

these channels is accompanied by a change in the direction 

and magnitude of the speed, the moment of movement, as 

a result of which forces appear on the blades, which ensure 

the rotation of the impeller. Finally, the gas is discharged 

from the flowing part through the housing and the pipe into 

the atmosphere. Between the nozzle and the outlet, a cutter 

is used. 

 

 
Figure 1 – Turbine drawing 
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Figure 2 – General view of the turbogenerator on the experimental stand 

 

 
Figure 3 – Main geometric parameters of the flowing part of the 

machine 

 

During the tests, the pressure at the inlet and outlet of 

the turbine and the rotor speed changed. Excess pressure 

at the inlet to the turbine varied from 1 to 5 kg/cm2, the 

pressure at the outlet of the turbine was equal to 

atmospheric pressure, and, for some modes, was set equal 

to 1.85 kg/cm2, the turbine rotor speed was up to 3000 rpm. 

Different geometrical parameters significantly impact 

the efficiency of energy transfer from the gas flow to the 

impeller blades. During the research of this turbine, the 

angle of inclination of the nozzles 1, the angle of cut of 

the nozzles β, and the distance from the nozzles to the 

blades of the impeller b changed (Figure 3). The primary 

geometric parameters of the turbine flow are shown in 

Figure 3, and the change of parameters during testing of 

the machine is shown in Table 1. Radial gas supply to the 

impeller is used with an outer diameter D = 370 mm with 

a solid separator and flowing part without guide vanes. 

A total of 147 tests were performed: with excess 

pressure at the inlet рin = 1; 2; 3; 4; 5 kg/cm2 and at the 

outlet – рout = 0; 1.85 kg/cm2 at rotor speeds n from 0 to 

3000 rpm in increments of 500 rpm. 

 

 

Table 1 – Change of the geometric parameters  

of the flow part of the vortex turbine 

Nozzle angle  

1, ° 

Nozzle cut  

angle β, ° 

Distance from  

nozzles to  

impeller b, mm 

30 30 1 

30 30 5 

30 30 10 

30 30 15 

45 45 1 

45 45 5 

45 45 10 

45 45 15 

60 60 1 

 

During the tests on the stand, the control of necessary 

parameters is provided: gas pressure before the diaphragm, 

pressure at the inlet to the turbine and in its case, pressure 

at the turbine outlet, gas temperatures behind the 

diaphragm and at the turbine inlet, diaphragm pressure 

drop, rotor speed and torque on the dynamometer shaft. An 

electric generator is used as a dynamometer. The stator is 

embedded in the bearing racks, considering the possibility 

of rocking. Its movement is transmitted to the dial of the 

scales through a lever balanced by a counterweight. A 

complete list of measured parameters and devices is given 

in Table 2. 

4 Results and Discussion 

The test results are shown graphically in Figures 5-12. 

The efficiency of the vortex machine is determined by 

considering the mechanical losses in the generator, 

including losses on the fan, i.e., in practice - this is the 

efficiency of the turbogenerator. When estimating the 

efficiency of the vortex turbine, these losses are not 

considered, so the resulting efficiency of the turbine will 

be higher. 
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Figure 4 – Schematic diagram of the stand: E – engine; C – compressor; VT – vortex turbine; EG – electric generator; PR – pressure 

regulator; BV1, BV2 – ball valves; FM – flow meter; F – filter; FI – flow meter display unit; PI – manometer unit; TI – thermometer; 

SI – tachometer unit; WI – torque display unit; AI – amperemeter; VI – voltmeter 

 

Table 2 – The list of measured parameters and control-measuring devices used for their measurement 

Marking on  

the diagram 
Functional purpose Device name Device type(s) Measure range  

Accuracy  

class 

Quality  

class 

PI-01 Network pressure 

Manometer 
МТІ 

 
0 – 10 kgf/cm2 0.6 10 

PI-03 Outlet pressure 

PI-10 Inlet pressure 

PI-11 After-nozzle pressure 

PI-14–PI-19 
Pressure distribution  

on the flow part 

FI-06 Air consumption Flow-meter РМ1 0 – 30 nm3/min 4.0 1 

TE-08, TI-02 Inlet temperature 

Electronic  

thermometer  

(temperature 

sensor  

and display 

unit) 

ТСМ-101; 

І1-TC 
–40 – +180 °C 0.5 3 

TE-12, TI-09 After-nozzle temperature 

TE-22, TI-13 Outlet temperature 

WE-23, WI-24 Torque Scales CAS AP-15M 0–15 kgf 0.1 1 

 

Figure 5 shows the dependence of power on the 

turbogenerator shaft from the shaft speed and the pressure 

at the inlet to the turbine (nozzle angle 1 = 30°, nozzle cut 

angle β = 30°, distance from nozzles to the impeller 

b = 1 mm). 

For the pressure at the inlet to the turbine of 6 kg/cm2, 

(absolute) graphical dependencies are given at the degrees 

of pressure reduction in the turbine Π = 2, and Π = 6. It is 

seen that up to 2000 rpm power increases almost directly 

in proportion to the shaft speed. 

Figure 6 shows the dependences of the turbogenerator 

efficiency on the shaft speed and angle 1 (Figure 3) at 

different values of the degree of pressure drop in the 

turbine. It is seen that when the speed of the turbogenerator 

shaft is more than 2000 rpm in all cases, the efficiency at 

β = 30 ° is greater than in variants with other angles. As 

the shaft speed increases, the efficiency increases. 

Figure 7 presents the dependences of the efficiency of 

the turbogenerator on the angle 1 at different values of the 

shaft speed and the degree of pressure drop in the turbine. 

Increasing the angle 1 in the study range and decreasing 

the shaft speed causes a decrease in efficiency. 
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Figure 5 – Dependence of turbogenerator power on rotor speed 

 

 
a 

 
b 

 
c 

 
d 

Figure 6 – Dependence of turbogenerator efficiency on rotor 

speed at different values of the degree of pressure drop in the 

turbine: a) П = 3; b) П = 4; c) П = 5; d) П = 6 

 

 
a 

 
b 

Figure 7 – Dependence of efficiency on the angle of the nozzles 

1 at different values of the speed of the turbogenerator shaft:  

a) 3000 rpm; b) 2000 rpm 

Figure 8 shows the dependences of the efficiency of the 

turbogenerator on the shaft speed, the gas pressure at the 

inlet to the turbine, and the degree of pressure drop in it at 

different values of the angle 1. It is seen that at the gas 

pressure at the inlet to the turbine in the range of  
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3–6 kg / cm2 (2–5 kg/cm2 excess pressure) for specific 

values of the speed of the turbogenerator shaft efficiency 

differs by no more than 3 % and increases with increasing 

shaft speed. 

 

 
а 

 
b 

 
c 

Figure 8 – Dependence of efficiency on rotor speed at different 

values of angle 1: a) 1 = 30°; b) 1 = 45°; c) 1 = 60° 

In the theory and practice of turbomachines, the 

dimensionless complex of the specific circumferential 

speed of the impeller is essential and widely used, as well 

as the dependence of the efficiency of the turbomachine on 

this complex. Moreover, it characterizes the load of the 

turbine, linking together the parameters that reflect the 

physical properties of the working fluid and the state of gas 

flow at the inlet and outlet of the turbine, with the design 

values and speed of the turbine shaft: 

�̅� =
𝑈

𝐶𝑆
=

𝜋∙𝐷∙𝑛

60∙ 𝐶𝑆
,   (1) 

where D – outer diameter of the impeller, m; n – 

impeller speed, rpm; CS – isoentropic gas velocity, that 

characterizes the available specific work of the expansion 

machine, m/s: 

𝐶𝑠 = √2ℎ𝑠 = √
2𝑘

𝑘−1
𝑇𝑖𝑛

∗ 𝑅 (1 − 𝛱
1−𝑘

𝑘 ), (2) 

where ℎ𝑠  – specific isoentropic difference of enthalpies 

(available specific work of the expansion machine), J/kg; 

k – an indicator of the isoentropy of the working fluid;  

R – specific gas constant, J/(kg·K); 𝑇𝑖𝑛
∗  – gas flow total 

temperature at the inlet of the machine, K; П – degree of 

pressure drop in the expansion machine. 

Figure 9 shows the dependences of the efficiency of the 

turbogenerator on the specific circumferential speed of the 

impeller and the degree of pressure drop in the turbine 

(angle of the nozzles 1 = 30°; the angle of the nozzles 

β = 30°; the distance from the nozzles to the impeller 

b = 1 mm). 

The most significant values of the efficiency of the 

vortex turbine with a peripheral side channel during the 

tests correspond to the values of the specific 

circumferential speed from 0.080 to 0.142. The maximum 

value of efficiency = 0,25 is received at the specific 

circumferential speed of 0.12. It is seen that in the whole 

studied range of the degree of pressure reduction in the 

turbine for specific values of the specific circumferential 

speed of the impeller, the efficiency differs by no more 

than 3 %. Given the upward nature of the graphical 

dependence of efficiency, it is expected to obtain higher 

values in the area not included in this study. 
 

 
Figure 9 – Dependence of turbogenerator efficiency on the 

specific circumferential speed of the impeller 

 

The influence of the distance from the nozzles to the 

impeller b on the power on the turbogenerator shaft for 

excess pressure at the turbine inlet 5.0 kg/cm2 and 

1.85 kg/cm2 at the outlet (for a pressure ratio of 2.1) is 

shown in Figures 10–11 (nozzle angle 1 = 30°; nozzle cut 

angle β = 30°). Analysis of graphical dependences shows 

that the distance from the nozzle cut to the impeller blades 

has little effect on the power of the turbogenerator, 

especially in the range b = 1–5 mm. 
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Since the gas flow rate does not depend on the distance 

of the nozzle cut to the impeller blades, the dependences 

of the efficiency on the shaft speed and the distance b are 

identical to the dependences for power (Figure 12). 

 

 
Figure 10 – Dependence of turbogenerator power on the 

distance from the nozzles to the impeller 

 
Figure 11 – Dependence of turbogenerator power on the speed 

at a variable distance from nozzles to the impeller 

 

 
Figure 12 – Dependence of efficiency of the turbogenerator on 

the frequency of rotation at a variable distance from nozzles to 

an impeller 

5 Conclusions 

Experimental tests of a vortex expansion machine with 

a peripheral side channel and a turbogenerator based on it 

were carried out on a research stand. The information-

measuring system allowed to record of the parameters 

during the tests with sufficient accuracy. The obtained 

experimental data are processed and presented in the form 

of tables and figures. 

The experiment showed that the power of the turbine 

increases almost in direct proportion to the speed of its 

rotor. Consequently, the efficiency of the turbine also 

increases with increasing rotor speed. 

The highest values of the efficiency of the 

turbogenerator based on a vortex turbine with a peripheral 

side channel during the tests correspond to the values of 

the specific circular speed from 0.080 to 0.142 and 

increase throughout the interval. Thus, the maximum value 

of efficiency (25 %) is obtained at the value of the specific 

circumferential speed of 0.12. Given the ascending nature 

of this dependence, it is expected to obtain its higher values 

in the area not covered by this experiment. 

It has been found that the angle of the nozzles 

significantly affects the efficiency of the vortex machine. 

At the angle 1 = 30° and speeds greater than 2000 rpm in 

all cases, the highest efficiency is obtained. An increase in 

the angle 1 in the studied range causes a decrease in 

efficiency. 

The nature of the influence of the distance from the 

nozzle cut to the turbine impeller has been studied. 

Experimental studies have shown that this distance has 

little effect on the power and efficiency of the 

turbogenerator, especially in the range b = 1–5 mm. 

The obtained research results can be used to design 

vortex expansion machines with a peripheral side channel 

and turbogenerators based on them, to continue their 

improvement and comparison with machines of other 

types. 
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Abstract. Cold spray technology can obtain coatings in a solid state, suitable for deposition protection, repair, and 

additive manufacturing. In order to further expand the application areas of cold spraying nozzles, especially the inner 

surface of the components or areas where a Straight-line conical nozzle cannot be applied, because the study of the 

throat of the nozzle with the angle will directly reduce the total length of the nozzle (the horizontal direction), hence, 

the spray with the angle will show its advantage. This study discusses the influence of the throat structure of the conical 

cold spray nozzle on the acceleration characteristics, including the throat’s size, length, and angle. The results show the 

following. Firstly, under the premise of keeping the shrinkage ratio and divergence ratio unchanged at normal 

temperature, the throat diameter is between 2–6 mm in size, and the maximum growth rate exceeds 20 m/s. When the 

throat exceeds 6mm, the growth rate of the outlet slows down, and the growth rate is only 8 m/s. Secondly, the length 

of the throat has little effect on the acceleration characteristics, the total range fluctuated from 533 to 550 m/s, and 

11 mm length of the throat is the closest to 0mm. Additionally, the 90° throat angle has the least effect on the 

acceleration characteristics. Finally, the particle trajectory is affected by inlet pressure, injection pressure, particle size, 

and other factors. 

Keywords: cold spray technology, nozzle, acceleration characteristics, particle trajectory.

1 Introduction 

Cold spraying technology [1] is an emerging 

technology. Based on the theory of aerodynamics and fluid 

mechanics, it produces a process of high-speed collision 

with substrate and formation of a coating, which is mainly 

applied for surface repair and protection of coating, or 

additive manufacturing applications [2, 3]. The cold spray 

nozzle has essential significance for particle acceleration, 

and throat structure is the key link in the whole nozzle 

structure.  

In the current study, cold spray nozzle structures are 

linear conical nozzles or straight pipe ladder nozzles, for 

example, in order to facilitate the spraying of the inner 

surface of the part, Li [4] studied a nozzle with a total 

length of less than 70 mm, but many components require a 

smaller size on the inside surface to be sprayed. Wu [5] 

added a straight pipe with the same diameter as the outlet 

at the nozzle outlet to prevent the powder from dispersing, 

but this nozzle is more suitable for external surface 

spraying. In order to facilitate the processing and 

manufacturing, some nozzles processed the expansion 

section into a straight pipe ladder type. It can effectively 

spray aluminum, and zinc powder [6], the expansion 

section of this nozzle is generally longer, so it is more used 

for external surface spraying. If it is necessary to spray the 

inner surface of the component or areas where a linear 

nozzle cannot be applied, spray with the angle will show 

its advantage. Thus the application of the nozzle is further 

expanded. However, the throat structure with an angle has 

rarely been studied. 

Hence, this present study aimed to research the nozzle 

with angles and facilitate spraying in a specific space, e.g., 

the inner surface repair of components or the straight-line 

nozzle can not reach the place to spray. 

2 Research Methodology 

The following formula determines the initial model 

(Figure 1), then three-dimensional modeling, boundary 

condition setting, and numerical simulation are carried out 

to study the influence of nozzle throat on the acceleration 

characteristics. 
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Figure 1 – Initial model 

The typical calculation technics is based on the 

following equations: 
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where C – the ideal speed of sound; γ – is the specific 

heat ratio of gas; R – the gas constant; T – the ambient 

temperature; Ma – the Mach number; Pi – the inlet 

pressure; Pt – the throat pressure; Pe = 1.01·105 Pa – the 

outlet pressure; qmcr – the mass flow rate, PT – the stopping 

pressure; Vi = 30 m/s – velocity; ρT – the stopping density, 

TT – the stopping temperature; Cp – the specific heat 

capacity of constant pressure. 

According to the calculation, the contraction ratio is 

about 3.0; the divergence ratio is about 1.84; 

Di = 12.3 mm. According to the empirical value [7, 8], the 

angle of the contraction section α =30–60°, and the angle 

of the diffusion section β = 0–12°. According to formulas 

(11) and (12), L1 = 7.2–15.5 mm, and L2 ≥ 17.8 mm can be 

obtained for the length of the conical cold spray nozzle's 

diffusion section. Literature shows that the longer the 

diffusion section is, the faster the acceleration effect is [7]. 

Hence, L1 = 10 mm, and L2 = 60 mm are taken. Similarly, 

all parameters are shown in Table 1. 

Table 1 – Cold spray nozzle parameters 

Parameter Values, mm 

Di 6 9 12 15 18 21 24 27 

Dt 2 3 4 5 6 7 8 9 

De 3.7 5.5 7.4 9.2 11.0 12.9 14.7 16.6 

L1 10 

L2 60 

 

3 Results and Discussion 

3.1 The influence of throat structures 

The one-dimensional isentropic analytical model is a 

convenient tool for roughly estimating the flow 

characteristics inside a cold spraying nozzle, but the 

accuracy of predicting the flow and particle velocity 

outside the nozzle cannot be guaranteed. With the rapid 

development of computer technology, the computational 

fluid dynamics (CFD) model has attracted more and more 

attention due to its high prediction accuracy and feasibility 

of simulating different situations [9]. 

The numerical simulation results are presented in 

Figure 2. 

As shown in Figure 2, the maximum growth rate is more 

than 20m/s between 2–6 mm. When the throat exceeds 

6mm, the growth rate of the outlet slows down, and the 

growth rate is only 8–10 m/s. Therefore, the throat 

diameter was determined to be 6 mm. 

Further study the throat length factor, the effect of throat 

length on acceleration characteristics was studied with the 

throat length is 1–15 mm (odd), respectively. Numerical 

results show that the throat length has little influence on 

the acceleration characteristic (Figure 3 a). The overall 

range fluctuates from 533 to 550 m/s. Simultaneously, the 

temperature has a positive influence on the acceleration 

characteristic (Figure 3 b). 

Finally, in order to facilitate the analysis of nozzle 

throat angle, the throat length size of 11 mm was selected. 

The effects of throat angles of 90°, 60°, and 45° on the 

acceleration characteristics were studied. The results show 

that the angle of 90° has an advantage on acceleration 

characteristics (Figure 3 c). 
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Figure 2 – Nozzles with different diameters of throat: a) 2 mm, Vmax = 460 m/s; b) 3 mm, Vmax = 486 m/s; c) 4 mm, Vmax = 507 m/s;  

d) 5 mm, Vmax = 526 m/s; e) 6 mm, Vmax = 550 m/s; f) 7 mm, Vmax = 558 m/s ; g) 8 mm, Vmax = 568 m/s; h) 9 mm, Vmax = 577 m/s 

In this study, the 60 mm length of L2 is selected. If it is 

necessary to spray in a specific small area, L2 can be 

shortened to the required size. Based on this, the structure 

can be further optimized according to the actual 

application situation. Although the main factors affecting 

the impact velocity of powder include propelling gas, 

particle characteristics, spraying distance, and length of 

expansion section [10], the throat structure directly affects 

the acceleration characteristics of the fluid. Sequentially, it 

affects the deposition characteristics of powder, and the 

Computational Fluid Dynamics (CFD) method can give 

researchers a good reference. 

3.2 Particle trajectories 

There are many factors influencing the acceleration 

characteristics of particles, including propulsion gas, 

temperature, pressure, other factors, and the material 

properties of particles themselves (i.e., size and shape). 

Nozzle materials, such as low thermal conductivity, the 

small heat loss of airflow and particles, are conducive to 

improving the velocity of particles. However, too high a 

temperature will cause throat blockage [11]. 
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Figure 3 – Different factors influence the summary of outlet 

velocity: a – different nozzle throat lengths; b – different 

temperatures; c – different angles of throat 

Therefore, the injector was set at the boundary between 

the throat and the expansion section in this study. Studies 

show that [12], when the particle flow diameter is greater 

than 15 μm, the wall attachment effect disappears, the 

particle flow is mainly affected by inertia, and the 

influence of the airflow field on the final trajectory of the 

particle flow is small. However, the particle diameter is too 

large, particle collisions with inner nozzle surface 

basically affect the acceleration characteristics. This 

chapter utilizes the titanium particles 20 μm in diameter, 

aluminum particle 30 μm, copper 15 μm, for no angle of 

nozzle, injection particles nozzle should not be too great 

pressure, will lead to particle collision on the wall directly, 

cause energy loss, pressure is too small can't injection, 

hence, the injection pressure is 1.1 MPa. The other 90° 

angle throat structure is 1.6 MPa. The results show in 

Figure 4. 

As a result, the trajectory of the particles by the inlet 

pressure, powder injection pressure, and the combination 

of factors such as particle size. In addition, the low particle 

velocity in Figure 5, the main reason is that the initial 

velocity value and temperature are low. 

As Figure 5 b shows, aluminum particles can obtain 

effective deposition under the collision condition of 

400 ℃, but the deposition speed of copper particles cannot 

meet the requirements of deposition. In this case, the 

parameter of increasing temperature can be considered 

(Figure 3 b) because the more initial temperature rise, the 

higher the speed of fluid and particle, and when the 

temperature of the particles increases (within the melting 

temperature), the critical velocity will decrease (Table 2), 

and the effective deposition will be finally achieved. The 

same can be done with titanium particles or Ti6Al4V 

material particles [13–15]. 

4 Conclusions 

The Solidworks/Flow numerical simulation can well 

predict the acceleration characteristics of the nozzle. Some 

reference values were obtained by numerical analysis of 

the cold spray nozzle. 

By analyzing the throat with 2–9 mm diameter, the fluid 

acceleration effect is better within 6 mm. For every 1mm 

increase in the throat, the velocity increases by about 

20 m/s. However, beyond 6 mm, the acceleration becomes 

slow, and the speed increase is no more than 10 m/s. 

Throat length has little effect on acceleration 

characteristics, the total range fluctuated from 533 m/s to 

550 m/s, and the 11 mm length of the throat is the closest 

to zero. The temperature has a promoting effect on the 

acceleration of the nozzle. In a particular range, the outlet 

velocity has a linear relationship with the temperature. 

When the temperature reaches 800 K, the exit speed 

exceeds 900 m/s. 
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Figure 4 – Optimal conditions for particle trajectories with different throat structures:  

a, b – 20 μm titanium powders; c, d – 30 μm aluminum powders; e, f – 15 μm copper powders 

  

a b 

Figure 5 – Different powders and flow velocities: a - without angle; b - 90° nozzle 

Table 2 – Critical velocities at different material impact temperatures, m/s 

Material 25℃ 200℃ 300℃ 400℃ 500℃ 600℃ 700℃ 800℃ 900℃ 

Titanium 719 662 627 590 546 507 460 408 348 

Aluminum 630 488 384 239 – – – – – 

Copper 532 465 421 372 316 248 151 – – 
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Through the numerical simulation without angle, 90°, 

60°, and 45°, it is found that the 90° throat has advantages 

over 60° and 45°. Compare to no angle nozzle, the 90° 

throat only reduces the speed of the outlet by 17.4 m/s, 

which only affects 3 %. Thus, it can be considered that the 

90° throat has little influence on the acceleration 

characteristics. Considering the factors of different 

material densities, the selected 20 μm titanium powder, 

30 μm aluminum powder, and 15 μm copper powder have 

roughly the same path in the 90° nozzle. If considering the 

powder of equal diameter, there is a difference in the 

particle trajectory. 

Considering that 90° throat has little influence on 

acceleration characteristics, it is suggested that in further 

research, size optimization can be carried out according to 

the application situations of actual components, and the 

length of single direction can be optimized, which will 

expand the application area of cold spraying nozzle. 

5 Acknowledgments 

The authors would like to thank the China Scholarship 

Council for the support (Grant No. 202008100011). 

References 

1. Assadi, H., Gartner, F., Stoltenhoff, T., Kreye, H. (2003). Bonding mechanism in cold gas sparing. Acta Materialia, Vol. 51, 

pp. 4379–4394, doi: 1016/S1359-6454(03)00274-X. 

2. Hu, W. J., Sergii, M., Tan, K., Shorinov, O., Cao, T. T. (2020). Surface repair of aircraft titanium alloy parts by cold spraying 

technology. Aerospace technic and technology. Vol. 163, pp. 30–42, doi: 10.32620/aktt.2020.3.04. 

3. MacDonald, D., Fernandez. R., Delloro. F., Jodoin. B. (2017). Cold spraying of Armstrong process titanium powder for additive 

manufacturing. Thermal Spray Technol, Vol. 26, pp. 598–609, doi: 10.1007/s11666-016-0489-2. 

4. Li, W. Y., Li, C. J. (2005). Optimal design of a novel cold spray gun nozzle at a limit space. Thermal Spray Technology. Vol. 14, 

pp. 391–396, doi: 10.1361/105996305X59404. 

5. Wu, Z. L. (2011). Numerical Simulation Research of the Internal Flow Field Cold of the Spray Gun Nozzle and Structural 

Optimization. Henan Polytechnic University. 

6. Canales, H., Litvinov, A., Markovych, S., Dolmatov, A. (2014). Calculation of the critical velocity of low pressure cold sprayed 

materials. Aircraft Design and Manufacturing Issues, Vol. 3, pp. 86–91. Available online: 

http://nbuv.gov.ua/UJRN/Pptvk_2014_3_11. 

7. Li, Q. (2008). Structure Design and Optimization of Cold Spray Gun. The Shenyang University of Technology. Available online: 

http://cdmd.cnki.com.cn/article/cdmd-10142-2008203950.htm. 

8. Wenya, L., Changjiu, L. (2005). Optimal design of a novel cold spray gun nozzle at a limited space. Journal of Thermal Spray 

Technology, Vol. 14, pp. 391–396. doi: 10.1361/105996305X59404. 

9. Shuo, Y., Meyer, M., Wenya, L., Hanlin, L., Lupoi, R. (2016). Gas flow, particle acceleration, and heat transfer in cold spray: A 

review. Journal of Thermal Spray Technology, doi: 10.1007/s11666-016-0406-8. 

10. Alhulaifi, A. S., Buck, G. A. (2014). A simplified approach for the determination of critical velocity for cold spray processes. 

Journal of Thermal Spray Technology, Vol. 23, pp. 1259–1269, doi: 10.1007/s11666-014-0128-8. 

11. Congcong, C., Wenya, L., Tianpeng, H., et al. (2019). Simulation study on effect of cold spray nozzle material on particle. Journal 

of Netshape Forming Engineering, Vol. 6, pp. 149–53. 

12. Zhang, Y. J, Liang, Y. L, Zhang J. B. (2011). Numerical simulation of particle tracks in the cold gas dynamic spraying process. 

Baosteel Technology, Vol. 5, pp. 12–16, doi: 10.3969/j.issn.1008-0716.2011.05.003. 

13. Sunday, T. O., Jen, T. C. (2019). A comparative review on cold gas dynamic spraying processes and technologies. Manufacturing 

Rev, Vol. 25, pp. 1–20, doi: 10.1051/mfreview/2019023. 

14. Pelletier, J. L. (2013). Development of Ti-6Al-4V Coating onto Ti-6Al-4V Substrate Using Low Pressure Cold Spray and Pulse 

Gas Dynamic Spray. The University of Ottawa. Available online: http://dx.doi.org/10.20381/ruor-4265. 

15. Jin, L., Cui, X. Z., Ding, Y. F., Zhang, L., and Su, X. D. (2017). Critical deposition velocity calculations and properties 

investigations of TC4 cold spray coatings. Surface Technology, Vol. 46, pp. 96–101, doi: 10.16490/j.cnki.issn.1001-

3660.2017.08.016. 

 



 

Journal of Engineering Sciences, Volume 8, Issue 1 (2021), pp. F25–F31 F25 

 

JOURNAL OF ENGINEERING SCIENCES 

Volume 8, Issue 1 (2021) 

 

Babalola F. U., Akanji I. O., Oyegoke T. (2021). Comparative analysis of the performance of 

mixing rules for density prediction of simple chemical mixtures. Journal of Engineering 

Sciences, Vol. 8(1), pp. F25–F31, doi: 10.21272/jes.2021.8(1).f4  

Comparative Analysis of the Performance of Mixing Rules  

for Density Prediction of Simple Chemical Mixtures 

Babalola F. U.1[0000-0001-7812-5311], Akanji I. O.2,3, Oyegoke T.3*[0000-0002-2026-6864] 

1 Department of Chemical and Petroleum Engineering, University of Lagos, Nigeria;  
2 National Oil Spill Detection and Response Agency, Lagos Zonal Office Surulere, Lagos, Nigeria;  

3 Department of Chemical Engineering, Ahmadu Bello University Zaria, Nigeria 

Article info: 

Received: 

The final version received: 

Accepted for publication: 

 

March 4, 2021 

May 31, 2021 

June 5, 2021 

*Corresponding email: 

OyegokeToyese@gmail.com 

Abstract. Four different mixing rules (MRs) in three equations of state (EOSs) have been used to account for the 

intermolecular forces of attraction between dissimilar molecules of different substances that form simple mixtures. The 

combined effects of the co-volumes of all constituent species of the mixtures were also considered, and the densities 

of these simple mixtures were predicted. Thereafter, the density results obtained were compared with accurately 

simulated experimental density values, and the effectiveness of these MRs was determined and compared. The four 

MRs compared are geometric mean average (GMA), whole square root average (SRA), Expanded geometric average 

(EGA), and simple average (SA) of attractive force parameter. They were all used in Van der Waals, Redlich Kwong, 

and Peng Robinson EOSs for two simple mixtures: a binary system (Ammonia – Water system) and a ternary mixture 

(methyl acetate – water – toluene system). It was found that GMA and EGA gave reasonably accurate estimates of the 

mixture attractive force parameter (am) and hence good density prediction for both Ammonia – Water and Methyl 

acetate – Water – Toluene systems. SRA gave unrealistic values of mixture densities for both systems and was 

discarded. SA gave a somewhat good result with Peng Robinson EOS for the ammonia-water system, but not that good 

in Redlich Kwong EOS and very poor in Van der Waals EOS. SA does not give reasonable estimates of the mixture 

densities with the three EOSs considered for the methyl acetate – water – toluene system. 

Keywords: equation of state, mixing rule, density predictions, chemical mixtures, thermodynamics, models.

1 Introduction 

Many industrial processes involve multicomponent 

systems consisting of more than one liquid mixture. One 

of the fundamental properties of aqueous solutions 

commonly used in process industries is density; other 

properties are solubility, viscosity, vapor pressure, thermal 

conductivity, and many others. The physical and transport 

properties of liquid mixtures are essential in understanding 

the nature of molecular interactions between molecules of 

liquid mixtures and various transport and process 

equipment designs. In conjunction with other 

thermodynamic properties, volumetric properties of 

aqueous solutions provide helpful information about 

molecular interactions between liquid mixtures.  

Cubic equations of state (EOS) were developed to 

describe property relationships in pure systems. Usually 

explicit in pressure (P), an equation of state (EOS) relates 

other measurable properties such as volume (V) and 

temperature (T) of a pure system to its pressure. The 

attractive forces between the molecules of a pure system, 

which contribute significantly to these measurable 

properties, are accounted for by an attractive force 

parameter called parameter “a.” The volume of the system 

molecules at infinite pressure is accounted for by the 

inclusion of a constant called parameter “b” and known as 

the co-volume. Mixing rules (MR) are employed when an 

equation of state is applied to mixtures. EOS parameters 

represent the attractive and repulsive forces between the 

molecules; hence, mixing rules are used to describe the 

dominant forces between dissimilar molecules of different 

substances forming a mixture. Applications of EOSs are of 

great importance in predicting the pressure-volume-

temperature (PVT) relationship and other thermodynamic 

properties of hydrocarbon fluids and equilibrium 

calculations. 

Researchers have used various mixing rules to employ 

EOS in predicting various thermodynamic properties of 
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chemical mixtures (Al-Manthari et al., 2019). The 

prediction accuracy of EOS varies with the properties 

being predicted and the system conditions. Two-parameter 

EOS has been widely applied in the petroleum industry; 

although accuracy has sometimes been improved by 

employing EOS with three or more parameters, this is not 

always the case (Nasrifar and Bolland, 2005, Babalola and 

Oduwole, 2014). Therefore, a good compromise between 

the complexity of the EOS model and its prediction 

accuracy is often required. (Nasrifar and Bolland, 2006). 

Still, in pursuit of higher accuracy, coupling of two or 

more EOS using coupling rules has come into focus in 

recent times (Al-Manthari et al., 2019). For all these 

applications of EOS, the performance of the mixing rule 

(MR) used is crucial. 

Apparently, for equilibrium calculations and mixture 

properties prediction, mixing rules (MRs) are used in 

EOSs. However, the accuracy of EOSs has been found to 

be non-identical and not particularly adequate for 

predicting liquid densities of multicomponent 

hydrocarbon mixtures (Al-Manthari et al., 2019). 

Performance of some mixing rules for multicomponent 

systems properties prediction has been found to be poor 

but quite encouraging for some simple binary or ternary 

mixtures (Babalola, 2005). Modifications for improving 

mixing rules have been focused mainly on the attractive 

force parameter (a), which seems to play a significant role 

in mixing dissimilar molecules. Over the years, the Van 

der Waals Mixing Rule (with Geometric Mean Average of 

the attractive parameter) has been exploited in extending 

the use of EOSs to multicomponent mixtures. However, 

they are valid only when molecular size differences of 

components in a mixture are not too significant (Jian et al., 

2000) yet, other mixing rules have not been adequately 

utilized. Al-Manthariet al. (2019) alluded that Waldman-

Hagler (WH) combining rules, used in Van der Waal 

mixing rules, lacked predictability in most EOSs; 

consequently, researchers are in continuous search for the 

best pair of EOS and mixing rule among available ones.  

This work presents a study of four different Mixing 

Rules (MRs) employed in three different equations of State 

(EOSs) to account for the intermolecular forces of 

attraction between dissimilar molecules of different 

substances that form simple mixtures. First, the combined 

effects of the co-volumes of all constituent species of the 

mixtures were considered, and the densities of the mixtures 

were predicted. Afterwhich, the density results obtained by 

using these MRs in the selected EOSs were compared with 

simulated experimental data and the effectiveness of the 

MRs were determined and compared. 

2 Research Methodology 

2.1 Equation of states (EOSs) 

The four mixing rules treated here have been proposed 

in the literature, and some have been in use for some 

decades. They are termed here as Geometric Mean 

Average (GMA), Whole Square Root Average (SRA), 

Expanded Geometric Average (EGA), and Simple 

Average (SA) for the attractive force parameter were used 

in three Equations of State (EOS) for the intermolecular 

forces of attraction between dissimilar molecules of 

Ammonia–Water and Methyl acetate―water―toluene 

thermodynamic systems. Densities of these mixtures were 

predicted using three EOS and compared, with laboratory 

simulated data and the effectiveness of the MRs 

determined. 

An equation of state (EOS) is an analytical expression 

that relates pressure (P) to temperature (T) and volume 

(V). The Simplest and most widely known EOS is the ideal 

gas EOS (Ahmed, 2001). Three two-parameters EOS are 

selected for this study, namely: Van der Waals (1873), 

Redlich-Kwong (1949), and Peng-Robinson (1976) EOS 

abbreviated respectively as VW, RK, and PR. Van der 

Waals EOS is quite simple. PR and RK EOS require less 

pure component constants and binary interaction 

parameters than many recently developed EOS and have 

gained wider acceptance (Estela-Vribe et al., 2004). 

Nasrifar and Bolland, 2006 found that RK and PR EOSs, 

are simple, accurate, and more reliable in predicting 

thermodynamic properties of natural gas mixtures 

compared to other EOS models. The EOS used in this work 

is given in PVT and compressibility factor (Z) terms in 

Table 1. 

Table 1 – PVT and Z relations for the selected EOSs 

Equation of 

State (EOS) 

Mathematical Expressions 

Van der Waals 

(VW) 
𝑃 =

𝑅𝑇

𝑣 − 𝑏
−

𝑎

𝑣2 

𝑍3 − (1 + 𝐵)𝑍2 + 𝐴𝑍 − 𝐴𝐵 = 0 

Redlich-Kwong 

(RK) 

𝑃 =
𝑅𝑇

𝑣 − 𝑏
−

𝑎

𝑇0.5𝑣(𝑣 + 𝑏)
 

𝑍3 − 𝑍2 + (𝐴 − 𝐵 − 𝐵2)𝑍 − 𝐴𝐵 = 0 

Peng-Robinson 

(PR) 

𝑃 =
𝑅𝑇

(𝑣 − 𝑏)
−

𝑎𝑐𝛼

𝑣(𝑣 + 𝑏) + 𝑏(𝑣 − 𝑏)
 

𝑍3 − (1 − 𝐵)𝑍2 + (𝐴 − 3𝐵2 − 2𝐵)𝑍 − 
−(𝐴𝐵 − 𝐵2 − 𝐵3) = 0 

2.2 Mixing rules 

Mixing rules are used to describe prevailing forces 

between dissimilar molecules of different substances 

forming mixtures. Generalized Mixing Rule expressions 

for the attractive force term (𝑎𝑚) and repulsive force term 

(𝑏𝑚) are given in following equations: 

𝑎𝑚 = ∑ ∑ 𝑥𝑖𝑥𝑗𝑎𝑖𝑗
𝑚
𝑗=1

𝑚
1=1 ;  (1) 

𝑏𝑚 = ∑ 𝑥𝑖𝑏𝑖
𝑚
𝑖=1 ,   (2) 

where x, a, and b – the mole fraction, the attractive 

force parameter, and the co-volume or repulsive force 

parameter, respectively. 

Several relationships for attractive forces between two 

molecules (𝑎𝑖𝑗) have been defined, and these definitions 

have resulted in various mixing rules (MRs). Attractive 

force terms for mixtures (𝑎𝑚) are obtained by different 

modifications of 𝑎𝑖𝑗  in equation (1) but the same repulsive 

force term (𝑏𝑚) as expressed in equation (2), which has 
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hardly undergone any significant modification over the 

years, is employed for all four MRs. This repulsive force 

term is the volume of a molecule of a constituent species 

at infinite pressure. It accounts for the force of repulsion 

between dissimilar molecules in a mixture and is called the 

co-volume. The four MRs employed in this work for the 

attractive force term (𝑎𝑚) are as follows: 

1) geometric mean average (GMA) of the attractive 

force parameter (van der Waals et al.,1873) given as 

follows: 

𝑎𝑖𝑗 = √𝑎𝑖𝑎𝑗 ,   (3) 

which, when substituted in equation (1), give rise to 

Van der Waal mixing rules as expressed in equations: 

𝑎𝑚 = ∑ ∑ 𝑥𝑖𝑥𝑗√𝑎𝑖𝑎𝑗
𝑚
𝑗=1

𝑚
𝑖=1 ; (4) 

2) the whole square root average (SRA) of the 

attractive force parameter was proposed by Babalola, 2005 

as expressed in equation: 

𝑎𝑖𝑗 = √
𝑎𝑖+𝑎𝑗

2
+ (𝑎𝑖𝑎𝑗)

1
2⁄

.  (5) 

Using equation (5) in (1) gives rise to another mixing 

rule expressed as follows: 

𝑎𝑚 = ∑ ∑ 𝑥𝑖𝑥𝑗
√

𝑎𝑖+𝑎𝑗

2
+ (𝑎𝑖𝑎𝑗)

1
2⁄𝑚

𝑗=1
𝑚
𝑖=1 ; (6) 

3) expanded geometric average (EGA) of the attractive 

force parameter was also proposed by Babalola (2005) as 

follows: 

𝑎𝑖𝑗 =
2√𝑎𝑖𝑎𝑗+𝑎𝑖+𝑎𝑗

4
.  (7) 

When equation (7) is substituted into equation (1), 

another Mixing Rule is obtained and expressed as follows: 

𝑎𝑚 = ∑ ∑ 𝑥𝑖𝑥𝑗

2√𝑎𝑖𝑎𝑗+𝑎𝑖+𝑎𝑗

4

𝑚
𝑗=1

𝑚
𝑖=1 ;  (8) 

4) the simple average (SA) of the attractive force 

parameter (Jian et al., 2001) expressed as follows: 

𝑎𝑖𝑗 =
𝑎𝑖+𝑎𝑗

2
.   (9) 

Equation (9) in combination with (1) yields yet another 

Mixing Rule given as follows: 

𝑎𝑚 = ∑ ∑ 𝑥𝑖𝑥𝑗

𝑎𝑖+𝑎𝑗

2

𝑚
𝑗=1

𝑚
𝑖=! .  (10) 

Binary interaction parameters, PIBs,  (𝐾𝑖𝑗) are 

sometimes used to correct attractive parameters. However, 

BIPs are temperature and EOS-dependent; therefore, to 

have a fair comparison of results, they are deliberately set 

at zero (0) for all EOS employed in this work.  

2.3 Thermodynamic systems 

Densities of an industrial refrigerant (Ammonia – 

Water system) and an esterification mixture (Methyl 

acetate – Water – Toluene system) were here predicted at 

their respective system operating conditions. Ammonia-

water system has been known to be environmentally 

friendly, cheaply available, energy-efficient, has no global 

warming potentials, and has therefore been used in 

industrial refrigeration plants for over 130 years. From 

chemistry, two products of esterification of methanol and 

acetic acid are Methyl acetate and water, although both 

have been known to form binary azeotropes, making their 

separation difficult. In the industry, toluene is mainly 

added as an entrainer to make their separation easy. In 

continuous esterification plants, a mixture of these three 

components (in the vapor phase) forms the overhead 

product of the first distillation column. This stream is later 

separated into organic and aqueous phases. The organic 

phase contains toluene and methyl acetate, which are 

separated in the second distillation column. The density of 

the ternary system, Methyl acetate – water – toluene, is an 

important physical property in the design of the first 

distillation column and that of Methyl acetate - Water is 

helpful in the design of the second column. Methyl Acetate 

is a crucial chemical substance in perfumery (Bertram, 

1982). The physical properties of the mixture constituents 

are given in Table 2, while Table 3 shows the operating 

conditions of the binary and ternary thermodynamic 

systems used in this work. 

Table 2 – Physical properties of each component of the mixtures 

Component 

Critical  

temperature Tc,  

°C 

Critical  

pressure Pc,  

Pa 

Acentric  

factor ω 

Ammonia 132.40 111.50 0.253 

Water 374.15 218.40 0.343 

Methyl acetate 233.70 46.30 0.326  

Toluene 320.60 41.60 0.262 

Table 3 – Operating conditions of two thermodynamic systems 

System 

Operating parameter 

Temperature  

T, °C 

Pressure  

P, atm 

Ammonia – water -54 0.316 

Methyl acetate – water – toluene 60 1 

2.4 Computer lab simulation  

Four mixing rules, namely, Geometric Mean Average 

(GMA), Whole Square Root Average (SRA), Expanded 

Geometric Average (EGA), and Simple Average (SA) for 

the attractive force parameter, together with a repulsive 

force term, were used in Van der Waals, Redlich- Kwong 

and Peng Robinson Equations of State, to predict the 

densities of two simple mixtures; a binary mixture 

(Ammonia – Water system) and a ternary mixture (Methyl 

acetate – Water – Toluene system). 

For the Van der Waals EOS and the three MRs, these 

are the essential steps in predicting the density of these 

mixtures. The EOS parameters, 𝑎𝑖 and𝑏𝑖For each of 

Ammonia and Water, were computed, at their critical 

conditions. Mixture parameters 𝑎𝑚 and 𝑏𝑚 were then 

evaluated using Van der Waals Mixing Rule denoted as 

GMA – equations (4). These parameters were then 
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computed using other MRs, at various percentage 

compositions of each mixture component. Thereafter, the 

EOS A and B coefficients were evaluated at operating 

conditions (temperature and pressure) of the system. A 

third-degree polynomial of the Van der Waals EOS was 

then solved for compressibility factor (Z). Three roots 

were obtained, the highest being the Compressibility 

Factor of the vapor phase (𝑍𝑣) and the lowest being the 

Compressibility Factor of the liquid phase (𝑍𝐿). The 

apparent molecular weight of the binary mixture (𝑀𝑎) was 

then determined by finding the summation of the product 

of mole fraction and molecular mass for each component. 

Liquid and the vapor densities (𝜌𝐿 and𝜌𝑉) of the mixture 

were then obtained, at various compositions of the 

components, using the density model proposed by Ahmed 

(2000): 

𝜌 =
𝑛(∑ 𝑥𝑖

𝑛
𝑖=1 𝑀𝑖)𝑃

𝑍𝑅𝑇
,   (11) 

where ρ – the mixture density; n – the mole fraction;  

xi – composition of each component of the mixture;  

Mi – the relative molecular mass of each component of the 

mixture; P – system operating pressure; Z – the gas 

constant; T – the system’s operating temperature. 

Similar procedures were repeated for density 

prediction of the ternary system, Methyl acetate – Water – 

Toluene. Predicted densities with different mixing rules 

were compared with density data obtained from ASPEN 

HYSIS at varying compositions of each component and 

system operating conditions. 

2.5 Validation of HYSIS data 

HYSIS data were validated and were found reliable and 

could serve as experimental values (lab data). For 

validation of Aspen HYSYS data, a 50 ml Pyrex 

Borosilicate Glass density bottle was used on a Hanchen 

electronic analytical weighing balance (JJ224BC) with 

0.1mg precision to accurately measure the densities of 

Ethanol – Water mixture at various compositions of 

ethanol and water (Table 4) at room temperature and 

atmospheric pressure. Results of the validation step are 

presented in Figure 1. 

Table 4 – Mixture densities by experiment and by ASPEN HYSYS for ethanol – water system 

Composition x, % (mole) Density by experimental measurement, kg/m3 Density by Aspen 

HYSYS (kg/m3) 
% AAD 

Ethanol Water Run1 Run2 Run3 Average 

90 10 796.6 798.2 797.80 797.53 799.0 0.2 

75 25 838.6 838.4 838.30 838.43 817.8 2.5 

50 50 848.6 850.7 852.10 850.47 847.3 0.4 

25 75 893.9 892.0 894.30 893.40 897.8 0.5 

10 90 950.6 952.1 951.80 951.50 950.0 0.2 

3 Results and Discussion 

3.1 Results of HYSYS 

As evident from the plots in Figure 1, simulated density 

results from ASPEN HYSIS are highly accurate and 

closely match those obtained by experimental laboratory 

measurements. The simulated results showed an overall 

accuracy level of 0.1843 and a percentage absolute average 

deviation of 3.5 % as calculated using the expression given 

in the following equation: 

%𝐴𝐴𝐷 = ∑ ‖
‖𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙−𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑‖

𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙
‖𝑁

1 𝑥
100 %

𝑁
.   (12) 

3.2 Densities of ammonia – water system 

For Ammonia -Water System, when the four MRs; 

GMA, SRA, EGA, SA, are separately used in Van der 

Waals, Redlich Kwong, and Peng Robinson EOS, density 

data are predicted. The predicted densities are then 

compared to the laboratory data. The percentage absolute 

average deviation between the experimental and predicted 

data for each MRs was evaluated using equation (12). The 

lower the % AAD value, the closer the predicted density 

value by the MR to the value obtained from laboratory 

experiments. Table 5 displays the percentage absolute 

average deviation (% AAD) of predicted density results 

with GMA, EGA, and SA from the experimental value. 

 

Figure 1 – Variation of density with composition  

for ethanol-water mixture 

The results show that GMA and EGA used in Peng 

Robinson EOS gave density results reasonably close to the 

experimental results and relatively good results with 

Redlich-Kwong EOS, but not with Van der Waals EOS. 
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Table 5 – Absolute average deviation for GMA, EGA, and SA  

for ammonia – water binary system 

Equation of state (EOS) Mixing rule (MR) % AAD 

Van der Waals GMA 46.8 

EGA 46.7 

SA 59.7 

Redlich-Kwong GMA 20.6 

EGA 20.5 

SA 29.9 

Peng-Robinson GMA 9.9 

EGA 9.9 

SA 18.9 

On the other hand, SA gave somewhat close results 

with Peng-Robinson EOS, but not that good with Redlich-

Kwong EOS and very poor results with Van der Waals 

EOS. For this system, GMA and EGA with Peng Robinson 

EOS gave the least % AAD of 9.9, followed by SA with 

Peng Robinson EOS with % ADD of 18.9. Thus, GMA, 

EGA, and SA in the other two EOS gave results that are 

too far from the experimental values. 

Density obtained using the four MRs in the Van der 

Waals EOS are shown in Figure 2 and plotted on the same 

axes against compositions. As evident in Figure 2, SRA 

overestimates densities of the mixture with an Absolute 

Average Deviation of over 168 %, so it was dropped. 

Similar trends are observed with SRA in Redlich-Kwong 

and Peng-Robinson EOSs. 

 

Figure 2 – Comparing predicted densities with four MRs  

in Van der Waal EOS with Laboratory Data 

The whole Square root Average of EOS parameter 

(SRA) in the three EOS considered for the binary system 

consistently gave unrealistic density values, with an 

Absolute Average Deviation of over 168 %, so it was 

dropped. Consequently, Figures 3–5 are expanded plots of 

densities against compositions with GMA, EGA, and SA 

in Van der Waals, Redlich Kwong, and Peng-Robinson 

EoS for ammonia-water binary system. 

 

Figure 3 – Predicted densities with GMA, EGA and SA  

in Van der Waal EOS alongside lab data 

 

Figure 4 – Predicted densities with GMA, EGA, and SA  

in Redlich-Kwong EOS against composition 

 

Figure 5 – Predicted density with GMA, EGA, and SA  

in Peng Robinson EOS against composition 
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Figure 6 – Density data with four MRs in Peng-Robinson EOS 

against the composition of mixture components 

3.3 Densities of the methyl acetate – toluene – 

water system 

Experimental density data of Methyl Acetate – 

Toluene – Water ternary System, at varying compositions, 

and predicted density results with four mixing rules and 

each EOS are compared. Table 6 displays the deviation of 

predicted densities with GMA, EGA, and SA from the 

experimental value, in terms of percentage absolute 

average deviation (% AAD). 

Table 6 – Absolute average deviation for GMA, EGA, and SA 

for methyl acetate – toluene – water 

Equation of state (EOS) Mixing rule (MR) % AAD 

Van der Waals GMA 45.3 

EGA 44.2 

SA 46.7 

Redlich-Kwong GMA 18.2 

EGA 17.1 

SA 49.6 

Peng-Robinson GMA 3.4 

EGA 2.5 

SA 44.4 

MA and EGA with Peng Robinson EOS gave excellent 

results with % AAD values of 3.4 and 2.5. Similarly, GMA 

and EGA are relatively good in Redlich Kwong EOS with 

% AAD values of 18.2 and 17.1, respectively. Van der 

Waals EOS does not give a good density prediction with 

GMA, EGA, and SA because their % AAD are 45.3, 44.2, 

and 46.7, respectively. SA does not give reasonable 

estimates of the mixture densities with the three EOSs 

considered, and SRA deviates too largely from experiment 

values, so it was discarded. 

Experimental and predicted density data of Methyl 

acetate – Toluene – Water with the four MRs in Peng-

Robinson EOSs are plotted against the composition of 

mixture components in Figures 6. As evident from the plot, 

the Whole Square Root Average of attractive force 

parameter (SRA) used in the PR EOS for the ternary 

Methyl acetate – Toluene – Water system is found to 

overestimates density data, with an unrealistic Absolute 

Average Deviation. Similar trends were observed with 

SRA in Van der Waals and Redlich-Kwong EOSs; hence 

SRA was knocked off. 

 
Figure 7 – Predicted density data with four mixing rules in Van 

der Waal EOS against compositions of mixture components  

 
Figure 8 – Density data with GMA, EGA, and SA in Redlich 

Kwong EOS against compositions of mixture components 

 
Figure 9 – Density data with GMA, EGA, and SA in Peng 

Robinson EOS against compositions of mixture components 

Consequently, expanded density plots against the 

compositions with GMA, EGA, and SA in Van der Waals, 

Redlich Kwong, and Peng-Robinson EOS were made for 

the ternary system, and the plots are displayed in 

Figures 7–9. 

0

500

1000

1500

2000

2500

3000

0 0,2 0,4 0,6 0,8

D
en

si
ty

 (
k
g
/m

3
)

Methylacetate+Toluene+Water System

GMA SRA EGA

0

100

200

300

400

500

600

700

800

900

1000

0 0,2 0,4 0,6 0,8

D
en

si
ty

 (
k
g
/m

3
)

Methylacetate+Toluene+Water System
GMA EGA SA LAB DATA

0

200

400

600

800

1000

0 0,2 0,4 0,6 0,8

D
en

si
ty

 (
k
g
/m

3
)

Methylacatate+Toluene+Water System
GMA EGA SA LAB DATA

0

100

200

300

400

500

600

700

800

900

1000

0 0,2 0,4 0,6 0,8

D
en

si
ty

 (
k
g
/m

3
)

Methylacetate+Toluene+Water Sysytem
GMA EGA SA LAB DATA



 

Journal of Engineering Sciences, Volume 8, Issue 1 (2021), pp. F25–F31 F31 

 

4 Conclusions 

Four Mixing Rules expressions have been accurately 

used to account for the intermolecular forces of attraction 

between dissimilar molecules of different substances that 

formed simple mixtures. The combined effects of co-

volumes of all constituent species of the mixtures were 

also considered. The four MRs compared are; Geometric 

mean average (GMA), Whole Square Root Average 

(SRA), Expanded Geometric Average (EGA), and Simple 

Average (SA) of attractive force parameter. For the four 

MRs, it is assumed that all components of mixtures are 

similar; hence they are known as random mixing rules. We 

established that it is possible to adapt EOS to accurately 

predict densities values of simple mixtures by using 

Mixing Rules. GMA and EGA gave a reasonable 

estimation of the mixture attractive force parameter (am) 

and hence good density prediction results for Ammonia – 

Water and Methyl acetate – Toluene – Water systems. 

Their predicted density results are approximately equal. 

SRA underestimate the mixture attractive force parameter 

(am); consequently, it overestimated the mixture densities 

for the two thermodynamic systems. The accuracy of the 

predicted mixture density with different EOS, separately 

combined with different MRs, depends on the versatility 

of the EOS. When GMA and EGA are used in Peng 

Robinson EOS, the best density prediction is obtained. 

Redlich Kwong EOS also gives relatively good results. 

5 Abbreviations 

% AAD absolute average deviation in percentage; 

a, b, c  parameters in the EOS; 

A, B, C parameters in the EOS; 

Α reduced temp. function in the EOS; 

EOS equations of state; 

MR mixing rule; 

ai  attractive parameter of component i; 

aj attractive parameter of component j; 

bi co-volume parameter of component i; 

aij attractive parameter of components  

i and j combined; 

am mixture attractive force term; 

bm mixture repulsive force term; 

Kij the binary interaction parameter; 

N number of molecules; 

P pressure; 

R ideal gas constant; 

T temperature; 

V volume; 

ω acentric factor; 

Z compressibility factor; 

Zl compressibility factor of mixture  

in the liquid phase; 

Zv compressibility factor of mixture  

in the vapor phase; 

ρL liquid density of the mixture; 

ρV vapour density of the mixture; 

xi mole fraction of component i  

in the liquid phase; 

xj mole fraction of component j  

in the liquid phase; 

c critical condition; 

r reduced condition; 

m molar value. 
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Abstract. In recent years, concrete in the construction industry has rapidly increased worldwide, including 

developing countries like India. The raw materials required to produce such a quantity require huge depletion of natural 

resources. On the other hand, disposal of paper waste, fly ash, and plastic waste is one of the biggest problems faced 

by many countries, including India, the amount of waste collected and recycled is less compared to disposal quantity. 

The use of these wastes in concrete reduces the disposal of waste in nature. In this experiment work, the use of these 

wastes in the concrete has been studied. Preliminary tests like specific gravity, fineness modulus, and water absorption 

have been carried out on the materials. Various mix designs are prepared by partial replacement of cement with fly ash 

and paper pulp, and sand is completely replaced with the quarry dust, and coarse aggregate is replaced with shredded 

plastic waste to create sustainable concrete. A comparative study on the properties like slump cone, the weight of the 

cubes, compressive strength and split tensile strength, and feasibility of such concrete has been carried out. Results 

indicated that the weight of cubes started to decrease with the addition of waste. Compressive strength and split tensile 

strength show that the strength started to fall with the addition of plastic. The cost of concrete decreased with the 

addition of waste. 5 % of plastic waste in concrete and 3 % of paper pulp, and 5 % of fly ash is considered the optimal 

replacement percentage. 

Keywords: slump cone, split tensile, compressive strength, fly ash, quarry dust, plastic waste, paper waste.

1 Introduction 

Concrete is one of the major and widely used materials 

in the construction industry all over the world. From a 

study, developing countries have been consuming around 

400 million concrete, and the quantity of consumption is 

expected to increase in the coming decades. The raw 

materials used for concrete like sand, coarse aggregate, 

and cement are taken from the Earth’s core, depleting each 

year. Many countries face another fundamental problem 

with solid waste disposal, which causes a significant threat 

to the environment and human health. 

Plastic waste is one of the solid wastes which causing a 

great threat to the environment and ecology. A study report 

on India from CPCB (Central Pollution Control Board) of 

2018–2019 shows around 3,360,043 metric tonnes per 

annum (Roughly around 9200 metric tonnes per day), and 

among the total collected, only 60 % is recycled, and the 

remaining are disposed or incineration which ultimately 

causing pollution to the environment. To reduce this 

disposal or incineration we can use these materials in the 

construction. 

Another major solid waste is paper waste, and it is the 

3rd biggest polluter of the environment. To meet the 

demand of industry million trees are cut down, which 

resulting in global warming. According to a study to meet 

the demand of India 3 million tonnes of paper waste is 

collected, which is only 20 % of the total production the 

remaining end’s up as landfill or incinerated. 

Fly ash is the waste residue of the thermal power plant 

which ends up as a landfill. Quarry dust is generated during 

the crushing process of aggregate in the quarry. Many 

researchers have tried to study the properties of this waste 

in concrete as a replacement for cement and the results are 

quite acceptable. In this study, the use of these materials in 

the concrete and study of their properties and feasibility of 

the concrete has been discussed. 
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2 Literature Review 

Shyam and Drishya [1] studied concrete properties by 

replacing fine aggregate with plastic waste. High-density 

polyethylene (HDPE) is replaced with M Sand at 5, 10, 15, 

and 20 %, and results show 5 % replacement as the 

optimum percentage of replacement. Pooja et al. [2] has 

carried out a study on concrete behavior by replacing fine 

aggregate with plastic waste. Mixes are prepared by 

replacing plastic waste at 15, 20, and 30 % in fine 

aggregate. The results show that the concrete strength has 

increased up to 15 %, and further strength has decreased. 

Kalapad et al. [3] had carried a study to reduce paper 

waste. To obtain a proper mix design, tests like specific 

gravity, initial and final setting time, sieve analysis, and 

bulking of sand on materials. Tests like slump cone on 

fresh concrete and compressive strength on hardened 

concrete. The test results found that the paper waste 

replacement with cement at 10 % shows maximum 

strength and by addition of the wastepaper sludge, there is 

a slight reduction in the workability. Ilakkiya et al. [4] had 

carried out a study to use paper waste in concrete. Various 

properties of the concrete had been studied. The test results 

had concluded that 10 % of paper waste shown an 

acceptable strength property. Ahmad et al. [5] had done an 

experimental study by replacing cement with paper sludge 

ash as 5, 10, 15, and 20 %. Different tests had performed, 

and test results show 5 % of replacement as the optimum 

mix for the M25 grade of concrete. Bhargavi et al. [6] had 

studied the use of wastepaper sludge in the concrete. 

Wastepaper sludge is partially replaced with cement, 

4 mixes are prepared for M30. 

Moreover, the test results shows suggest that 4 % of 

replaced concrete can be used as a structural element. 

Balwaik et al. [7] prepared samples by replacing cement 

with paper pulp at 0, 5, 10, 15, and 20 %, and a 

comparative study with the conventional concrete was 

done. The percentage of water absorption of the concrete 

has increased. This is due to the increased percentage of 

the paper pulp that had been noticed. Khandelwal [8] had 

suggested that 4 % of replacement of the shredded plastic 

with sand shown better results of the compressive strength 

and flexural strength. Dhaarani et al. [9] studied the 

concrete properties by replacing coarse aggregate with 

plastic, and the test results show 10 % as the optimum mix 

for modified concrete. Khajuria and Sharma [10] had 

carried an investigation on the properties of the concrete 

by replacing natural coarse aggregate with plastic at 0, 2.5, 

5.0, 7.5, and 10 %. The test results show 2.5 % of 

replacement as the suitable replacement for the concrete. 

Minhas and Jain [11] had carried a review paper on the use 

of plastic waste in concrete and observed a significant 

increase in the strength properties with plastic waste like 

PET in concrete. 

This literature review aims to study the various research 

work carried out on paper and plastic waste. The literature 

review concludes that both paper and plastic waste can be 

used in concrete, but the combined effect of these materials 

needs to be studied. This experimental work is to study the 

combined effect of these materials in concrete. 

3 Research Methodology 

3.1 Research objectives 

The research objectives are as follows: 

– to prepare various mix designs for partial replacement 

of paper waste, plastic waste, fly ash, crush sand; 

– to investigate the properties of the concrete by 

replacing the cement with fly ash (5 %), paper waste (3 %), 

sand with quarry waste, and plastic waste (0, 5, 10, and 

15 %) in the coarse aggregate; 

– to carry out a comparative analysis of test results with 

the conventional concrete; 

– to carry out the techno feasibility study on the plastic 

paper concrete; 

– to recommend the optimum percentage of the 

replacements in the concrete. 

3.2 Methodology 

The following flow of methodology is followed in the 

present experimental work (Figure 1). 

 

Figure 1 – Flow chart of the methodology 
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3.3 Materials and methods 

The plastic waste (polypropylene plastic waste), paper 

waste, fly ash, quarry dust was collected from the plastic 

waste shredding site, local book manufacturer and printing 

press, stone crusher site in Dist. Warangal, Telangana. Fly 

ash from the nearby thermal power plant. The basic tests 

on the materials are conducted as per IS Codes. 

Physical properties of the quarry dust are presented in 

Table 1, other components of the mix – Table 2. 

Table 1 – Physical properties of the quarry dust 

Sr. No Property Obtained Value 

1 Specific gravity 2.57 

2 Surface texture Rough 

3 Water absorption 0.30 

4 Fineness modulus 2.80 

Table 2 – Physical properties of other components of mix 

Sr. No Property Obtained Value 

1 Specific gravity of cement 3.15 

2 Fineness of cement % 4 

3 Specific gravity of 20 mm 

aggregate 

2.68 

4 Specific gravity of plastic 0.905 

5 Admixture Kuna plast PC 30 

3.4 Mix design of the concrete mix 

The mix design for concrete preparation is selecting the 

right proportion of each material to obtain the required 

properties like strength, workability, and economical. M30 

grade of concrete is selected as this concrete can be used 

in different structure components (Table 3). 

Mix design was prepared for specimen by replacing 

cement with 5 % fly ash, 3 % paper pulp, coarse aggregate 

with plastic waste by 5, 10, and 15 %. The combination of 

the mix design is as follows. 

Sample 1 – cement is replaced with 5 % fly ash. Sand is 

replaced with quarry dust. 

Sample 2 – cement is replaced with 5 % fly ash and 3 % 

paper pulp. Sand is replaced with quarry dust. 

Sample3 – cement is replaced with 5 % fly ash and 3 % 

paper pulp. Sand is replaced with quarry dust. Coarse 

aggregate is replaced with 5 % shredded plastic. 

Sample 4 – cement is replaced with 5 % fly ash and 3 % 

paper pulp. Sand is replaced with quarry dust. Coarse 

aggregate is replaced with 10 % shredded plastic. 

Sample 5 – cement is replaced with 5 % fly ash and 3 % 

paper pulp. Sand is replaced with quarry dust. Coarse 

aggregate is replaced with 15 % shredded plastic. 

Table 3 – Mix design of M30 

Sample 1 

Material Quantity, kg Ratio 

Cement 399 1 

Fly ash 21 0.053 

Paper pulp 0 0 

Quarry dust 675 1.692 

Coarse aggregate 1137 2.850 

Shredded plastic 0 0 

Water 201 0.504 

Admixture 2.1 0.005 

Sample 2 

Material Quantity Ratio  

Cement 386.4 0.968 

Fly ash 21 0.053 

Paper pulp 12.6 0.032 

Quarry dust 675 1.692 

Coarse aggregate 1137 2.850 

Shredded plastic 0 0 

Water 201 0.504 

Admixture 2.1 0.005 

Sample 3 

Material Quantity Ratio  

Cement 386.4 0.968 

Fly ash 21 0.053 

Paper pulp 12.6 0.032 

Quarry dust 675 1.692 

Coarse aggregate 1137 2.850 

Shredded plastic 19 0.048 

Water 200 0.501 

Admixture 2.1 0.005 

Sample 4 

Material Quantity Ratio  

Cement 399 1 

Fly ash 21 0.053 

Paper pulp 12.6 0.032 

Quarry dust 675 1.692 

Coarse aggregate 1137 2.850 

Shredded plastic 39 0.098 

Water 200 0.501 

Admixture 2.1 0.005 

Sample 5 

Material Quantity Ratio  

Cement 399 1 

Fly ash 21 0.053 

Paper pulp 12.6 0.032 

Quarry dust 675 1.692 

Coarse aggregate 1137 2.850 

Shredded plastic 58 0.145 

Water 199 0.499 

Admixture 2.1 0.005 
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4 Results 

4.1 Test conducted on specimens 

4.1.1 Slump cone test 

A slump cone test was performed for each sample to 

know the workability of the modified concrete. Initially, 

the slump value started increasing till sampling 3, and 

further, the slump started decreasing (Figures 2–3, 

Table 4). 

 

Figure 2 – cylinders testing 

 

Figure 3 – Slump cone test values 

Table 4 – Slump values and placing conditions 

Degree of 

workability  

Slump, 

mm 

Placing conditions  

Very low < 25 Blinding concrete; 

shallow concrete sections; 

pavement using pavers 

Low 25–75 Mass concrete; 

lightly reinforced sections slabs; 

columns, beams, walls, floors; 

hand placed pavements; 

canal lining; 

strip footings 

Medium 50–100 Heavily reinforced sections in 

slabs, beams, walls columns  

slip formwork; 

pumped concrete 

High  75–100 Trench fill;in-situ piling tremie 

concrete Very high  100–150 

Slump values from the test results fall under the 

medium workability range, which concludes that this 

modified concrete can be used for manually compacted flat 

slabs and beams. 

Specimens were prepared with proper precaution and 

quantity as mentioned in the above mix design. Cubes of 

sizes 150 mm x 150 mm x 150 mm, and cylinder of size 

height 300 mm and diameter 150 mm were prepared by 

mixing the materials according to the given proportions for 

replacement of 5 % fly ash and 3 % paper pulp to cement, 

and sand is completely replaced with the quarry dust, 

coarse aggregate is replaced with 5, 10, and 15 % of the 

shredded plastic. A total of 300 cubes and 10 cylinders 

were cast, including 6 cubes and 2 cylinders for each 

percent replacement of every 3 cubes for 7days and 28 

days of testing and 2 cylinders for 28 days of each 

replacement. 

4.1.2 Cube weight 

After 24 hours of the specimen cast, the specimens were 

unmolded, and weights of 3 cubes were noted. It was 

observed that the weight of the samples started decreasing 

with the increase in the plastic content in the concrete 

(Figure 5). 

 

Figure 4 – Weights of the cubes 

4.1.3 Compressive strength test 

After the curing periods of 7 days and 28 days, the 

samples were taken out of the curing tank allowed for the 

drying process. Then the samples were placed in the 

automatic compression testing machine. The load was 

applied according to the is code. The peak load at which 

the specimen fails has been noted to interpret the results 

(Figure 5). 

4.1.4 Tensile strength test 

The specimens were taken for testing after 28 days of 

curing and the specimen is allowed for the drying process. 

Then the specimen was placed in the automatic 

compression testing machine and the load is applied till the 

specimen fails and the results were noted for the 

interpretation (Figures 5–6). 
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Figure 5 – Compressive strength test results 

 

Figure 6 – Split tensile strength results 

4.2 Rate analysis 

The rate of the materials is collected from the suppliers 

from Pune, Maharastra, to carry out the rate analysis for 

the M30 grade of concrete (Table 5). A comparative 

analysis is done with the conventional concrete and the 

modified concrete to replace fly ash, paper pulp, quarry 

dust, and paper waste. 

Table 5 – Normal concrete rate analysis 

Material  Unit Quantity Price Total cost 

Cement  kg 420 6 2520.00 

Sand – 0.687 2826.8 1942.01 

20 mm aggregate – 1.137 777.38 883.88 

water lit 201 0.5 100.50 

Admixture lit 2.1 110 231.00 

Total Cost  5677.39 

Rate analysis is carried out on the samples with the 

addition of plastic waste, fly ash, paper waste, and quarry 

dust in various proportions (Figures 7–11). 

 

Figure 7 – cost graph of sample 1 

 
Figure 8 – Cost graph of sample 2 
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Figure 9 – Cost graph of sample 3 

 
Figure 10 – Cost graph of sample 4 

5 Discussion 

The test results on the modified concrete are as follows. 

Initially, the weight of the cube for sample 1 with fly ash 

is 8.191. With the addition of paper pulp, the weight has 

increased to 8.25. With the addition of the plastic in the 

concrete, the weight of the cubes decreased to 8.210, 

8.047, and 7.869. 

 

Figure 11 – Cost graph of sample 5 

Compressive strength test results after 28 days are as 

follows: 32.21, 31.51, 30.71, 25.89, and 23.59, indicates 

that with the addition of plastic, the strength of concrete 

decreases as mentioned by Shyam and Drishya [1]. 

The split strength indicates that with the addition of 

paper pulp, the strength drops initially, and with the 

addition of plastic waste, the strength of concrete increases 

till 5 % addition and a further increase in plastic, strength 

started to drop.  The cost of the normal concrete is 5677.4, 

and with the addition of plastic waste, paper waste, quarry 

dust, and fly ash, the cost of concrete 4290.8, 4278.2, 

4234.1, 4190.6, and 4146.5, which indicates a decrease in 

the cost of the concrete. 

6 Conclusions 

From the tests and results on plastic waste, paper waste, 

fly ash, and quarry dust in concrete, the following 

conclusion is drawn. 

The compressive strength of concrete started to 

decrease with the addition of plastic waste. This may be 

due to the flaky and elongated shape of plastic. The weight 

of the concrete decreases with the addition of paper and 

plastic waste. The cost of concrete reduces with the use of 

the wastes. The split tensile strength initially decreases, 

and with the addition of plastic, the strength increases. 

Based on the study results, fly ash of 5 %, paper pulp of 

3 %, and plastic waste of 5 % can be used in producing 

concrete. These wastes can be used to reduce natural 

resources. 

Since the presence of paper waste in concrete, we 

cannot use this concrete in the water logging area. It can 

be used by providing a waterproofing coating. 
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Abstract. This paper focuses on studying the effect of electrolytic water on wastewater decontamination processes, 

using model solutions and wastewater from the food-processing plant. The aqueous solutions under study were obtained 

by changing the redox potential (ORP), and pH of ordinary tap water using a pH corrector, which is a flow-through 

electrolyzer with a membrane separating the cathode and anode zones, and the solutions were obtained by adding to 

tap water a solution containing products of electrokinetic synthesis. Parameters that changed as a result of the study: 

ORP, TDS, pH. Solutions capable of almost complete inhibition of the vital activity and growth of microorganisms 

were obtained. Also, solutions were obtained that promoted their development, and when seeding them on a dense 

nutrient medium, there was continuous growth. Further research is advisable to detail the technical and economic 

indicators of municipal and industrial facilities' water supply and sewerage schemes with preventive water treatment 

processes. 

Keywords: wastewater, meat, methods of pretreatment, pH corrector, biostimulation, bioinhibition.

1 Introduction 

Food products are a good breeding ground for 

microorganisms. Therefore, to preserve food quality, i.e., 

meat products, they are subjected to salting, refrigerated 

storage, and other types of preservation [1]. At the same 

time, during slaughtering, animal carcasses are constantly 

washed with water, which is subsequently discharged as 

effluent and sent to sewage treatment plants. Accordingly, 

the wastewater enterprises of the meat industry have a high 

degree of bacterial contamination. Particularly dangerous 

are pathogenic microorganisms in them by E. Coli, worm 

eggs, anthrax. In this connection, before discharging into 

water bodies or on the ground areas of sewage of 

enterprises of the meat industry, they should be subjected 

to effective cleaning and disinfection [2]. 

At the same time, it is essential to solving the problem 

of the contamination of the effluents from meat industry 

enterprises based on washing the carcasses of slaughtered 

animals with an aqueous solution with predetermined 

parameters. 

2 Literature Review 

Methods of wastewater treatment in the meat 

processing industry from pathogens and various pollutants 

can be divided into the following basic methods [3–5]: 

mechanical (physical), chemical, physicochemical, 

biological, and combined. 

Examining the scientific periodicals indexed by the 

Scopus metric database, it was found that this topic was 

first covered in 1978, Since then we can see a sharp 

decrease in the study of this topic until 2006, with a further 

decrease in publication activity, with variable values over 

the years: 2009, 2019–2020. (Fig. 1). This trend is very 

popular in the countries with a high indicator of 

consumption of meat and milk products. Therefore, 

according to the results of the study of this topic, the first 

place for the number of publications is occupied by the 

United States of America - more than 100 scientific works, 

followed by Brazil – 61 papers, China and Canada – about 

50 papers. 
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Figure 1 – Analysis of search results by years 

The most significant number of scientific works is 

focused on improving ecological situation in regions and 

engineering sector, biofuel production, and chemical 

machine-building with the production of different kinds of 

chemical additives (Fig. 2). The most critical areas of 

research are actual for Ukraine. 

Looking at the 2019–2021 years, we can see that the 

primary position of the majority of works reveals the 

solution of environmental problems of food enterprises. 

Such works can include the following topics [6–8]: 

assessment of toxicity of wastewater of the meat-

processing industry, optimization of processing 

technology of liquid wastes from food processing plants, 

and processes of anaerobic pickling for purification of 

high-quality wastewater. 

 

Figure 2 – Search results in the use of bioenergy technology 

Ivanchenko et al. (2020) developed a quick analysis for 

an unbiased and accurate assessment of wastewater 

properties and its sediments. Biotests allow quick 

identification of integral toxicity and can be used for 

screening investigations. The optimal method for 

determining the overall toxicity of complex sums is to 

evaluate the properties of the hydrogenous fraction since it 

is a real threat if it enters the human body. Biotests on the 

representatives of different trophic levels allowed one to 

assess the safety of the investigated wastewater in a short 

time. That is why they were recommended as test systems 

to control the environmental safety of wastewater to 

identify several specific chemical spores, integral toxic 

potential, and long-term consequences for natural and 

piece ecosystems [9]. 

In the process of research by Kulikova et al. (2019) 

special attention was paid to the study of the new 

combined unit - aerobic treatment reactor (FLOTEX - 

AERO) and anaerobic treatment reactor (FLOTEX - 

ARO). They were designed taking into account the main 

advantages and disadvantages of the used tanks for fat 

removal, brine collectors, floating and aerobic treatment 

plants intended for non-cleaning biologically, as well as 

the special features of wastewater from meat and dairy 

plants [10]. 

Harris and McCabe (2020) investigated improvements 

in anaerobic wastewater recycling in the Australian black-

bean industry. Anaerobic lagoons are an economically 

efficient method of waste management when land 

availability is not an issue; however, high-fat loadings in 

wastewater can negatively impact the anaerobic lagoon 

system and fail anaerobic digestion characteristics. This 

work will discuss the importance of primary pretreatment 

and consider a low level of research aimed at optimizing 

the operation of the cooking apparatus and improving the 

biological composition of the fat. These studies include the 

following: influence of temperature and mixing; the 

influence of microelement composition and additives; 

potential benefits from the previous treatments such as 

chemical, thermobaric, thermochemical, and bi-PAR. 

Recommendations are given for the optimal operation of 

the cooking apparatus and future possibilities in adopting 

alternative variants of anaerobic digestion technology 

[11]. 

For disinfection, you can use the approaches described 

in paragraph 9.2.11.1 of SP 32.13330.2012 “Sewage. 

Outdoor networks and facilities” domestic wastewater and 

their mixtures with industrial wastewater discharged into 

water bodies or used for technical purposes should be 

subjected to disinfection. This is aimed at maintaining the 

environmental safety of the environment [12]. 

SanPiN 2.1.5.980-00 “Hygienic requirements for the 

protection of surface waters”, which regulates the 

disinfection of sewage, establishes the following 

requirement: “Wastewater hazardous by epidemiological 

criteria may be discharged into water bodies only after 

appropriate treatment and disinfection to the number of 

thermotolerant coliform bacteria CFU/100 ml ≤ 100, the 

number of total coliform bacteria CFU/100 ml ≤ 500 and 

the number of coliforms CFU/100 ml ≤ 100”. 

In this case, a sequential scheme of water treatment is 

classically used (Fig. 3). 
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Figure 3 – Classical scheme of wastewater treatment  

by municipal and industrial facilities 

This study aims to investigate the effect of electrolytic 

water on wastewater decontamination processes, using the 

example of model solutions and wastewater from meat-

processing production. 

3 Research Methodology 

3.1 Methodology for the study of model aqueous 

solutions obtained from meat processing 

The aqueous solutions under study were obtained by 

changing the redox potential (ORP), and pH of ordinary 

tap water using a pH corrector, which is a flow-through 

electrolyzer with a membrane separating the cathode and 

anode zones, and solutions were obtained by adding a 

solution containing electrokinetic synthesis products 

(ECO) to tap water (Table 1). 

Table 1 – Composition of the solution 

Component 
Quantity, 

g/l 

Pancreatic hydrolysate of fish meal dry 

(PGRM dry) 
7.5 

Peptone dry fermentative for bacteriological 

purposes 
7.5 

Pancreatic casein hydrolysate dry (PHC dry) 10.0 

Yeast extract 2.0 

Sodium chloride 3.5 

D-Glucose 1.0 

 

The anolyte was obtained by sampling the solution from 

the anodic zone of the pH corrector; the catholyte was 

sampled from the cathodic zone. The sampled solutions 

were used both separately and mixed to obtain a neutral 

solution. 

For obtaining ECO-1 solutions, 15 ml of activated 

solution was added to 150 ml of tap water. For obtaining 

ECO-2 solutions, 30 ml of activated solution were added 

to 150 ml of tap water. After obtaining each of the 

solutions, fresh pig meat was soaked in them for 30 

seconds to simulate the process of washing animal 

carcasses at meat processing plants. Six different solutions 

were obtained, the values of which are shown in Table 2. 

Table 2 – Indicators of obtained aqueous solutions  

for meat treatment 

Solution/ 

indicators 

ORP, 

mV 
TDS pH t, °C 

Tap water –7.7 207 7.13 17 

Anolite 92.5 278 5.42 22.6 

Catholite –129 220 9.18 22 

Anolyte + catholyte  

(in equal proportions 
21 270 6.64 22.7 

ECO-1 (ele-based solution) –2 280 7.03 19.6 

ECO-2 –1.6 380 7.03 20.5 

 

Then, after soaking, all indicators of the solutions were 

measured again. We also measured the concentration of 

nitrogen compounds (ammonia/ammonium, nitrites, 

nitrates) in the solution. All measurements were repeated 

after 5 hours as well as one day after receiving solutions. 

Also, these solutions were plated on a dense agarized 

nutrient medium to determine the total microbial count and 

then compare the insemination of these solutions. It was 

also concluded that changes in the values of aqueous 

solutions for washing meat affect their subsequent 

infestation and the ability of microorganisms to live and 

multiply in these solutions. 

A specific nutrient-dense medium for determining the 

number of mesophilic aerobic and facultative anaerobic 

microorganisms (CMAFANM) was used to assess the total 

insemination of various meat flushes. 

Prepared nutrient medium, which is a hygroscopic fine-

dispersed powder of beige color, was used for cultivation. 

The combination of components in the medium provides 

the nutrient requirements for visual growth detection and 

determination of mesophilic aerobic and facultative 

anaerobic microorganisms. 

Preparation of the medium: (50±5) g of dry medium is 

introduced into (1±0.05) dm3 of cold water (both distilled 

and tap water, previously prepared, can be used). The 

mixture is thoroughly mixed, brought to a boil, and boiled 

for 3-5 minutes without allowing it to burn. If there is a 

precipitate, filter it through a cotton-gauze filter. The 

medium is heated to boiling again, poured into flasks or 

tubes, sealed with cotton plugs, and sterilized at 

(121 ± 2) °C for (15 ± 1) minutes. The prepared medium 

is transparent and has a yellowish-brown color. 

Immediately before use, the medium is melted by placing 

the container with the medium in a water bath. The molten 

medium is carefully cooled to a temperature of 40–45 °C 

without foaming. Nutrient medium is introduced into 

sterile Petri dishes in the amount necessary to create a layer 

of a medium of at least 2 mm (usually 12–15 cm3 of agar 

medium is required) growth is judged by the appearance of 

visible colonies of microorganisms on the nutrient 

medium. 

A universal nutrient medium, meat-peptone agar, a 

natural nutrient medium, was used to determine the PMF. 

Composition of the nutrient medium: 1 l of meat broth, 10 

g of peptone, 5 g of NaCl, 20 g of agar-agar. 

Preparation: Mix meat broth with peptone and table salt, 

boil for 10 minutes, filter through a paper filter. Then the 

necessary amount of agar-agar is added. The pH is 

Elements of municipal and industrial 
facilities that form the nomenclature 

of wastewater pollutants

Wastewater treatment facilities

Spillway objects
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adjusted to 7.2–7.4. Feeding tubes are sterilized by 

autoclaving at 121o C and 1 atm for 20 minutes. 

GRM-agar nutrient medium is designed for the 

cultivation of a wide range of microorganisms. It can be 

used in sanitary research of water, sewage, and other 

materials. If necessary, it can be enriched with 

carbohydrates, blood, serum. It is a hygroscopic fine-

dispersed powder of light yellow color. 

Composition of the nutrient medium (in grams per liter 

of distilled water): pancreatic hydrolysate of fish meal – 

24.0; sodium chloride – 4.0; agar-agar – 12.0 (± 2.0). 

Preparation: a suspension of 39.0 g of the drug in the 

amount indicated on the label is stirred in 1 liter of distilled 

water and boiled for 1–2 min until the agar is completely 

melted, filtered through a cotton-gauze filter. The medium 

was poured into bottles and sterilized by autoclaving at 

121 °C for 15 min. Sterile medium cooled to 45–50°C is 

poured into sterile Petri dishes with a 4-6 mm layer.  

After preparation and sterilization, the prepared nutrient 

medium was poured into Petri dishes and waited for 

solidification. Then, all aqueous samples were diluted ten 

times in sterile tap water under a laminar flow box. The 

obtained solutions in the volume of 1 ml were placed on a 

solid nutrient medium and distributed on the nutrient 

medium using circular movements of the Petri dish and 

spatula. We placed the seeded microorganisms in a 

thermostat with a temperature of 37 °C. 

3.2 Research methodology for wastewater  

from a meat processing plant 

To assess the degree of contamination of wastewater, 

mineralization, TDS, and pH (Table 3). 

Table 3 – Indicators of the main indicators in the composition  

of wastewater JSC “Pinsk meat processing plant” 

Indicators pH TDS 
ORP, 

mV 
t, °C 

Wastewater sample 6.44 1116 32.8 19.6 

Anolite 2.38 1600 270.0 22.2 

Catholite 11.46 1200 –237.0 21.3 

ECO-2 6.48 1100 32.3 38.8 

 

Different wastewater treatment methods from various 

organic and microbiological pollutants were also carried 

out by adding anolyte and catholic solutions, treatment 

with hydrogen peroxide; exposure to ultraviolet radiation; 

dosing biocidal product (BP) (with a mass fraction of 5 % 

– 4 ml/l). 

During the experiments, 5 containers with a volume of 

5 liters were taken, adding 1 liter of wastewater to each. 

For treatment with anolyte, catholyte, and ECO-2, 1 liter 

of wastewater was taken into the tank. When BP was 

exposed, its concentrated solutions and liquid glass were 

diluted to obtain solutions with a mass fraction of the 

substance of 5 %. In the first tank, 2 ml of diluted liquid 

glass solution was introduced to alkalize the wastewater, 

and after 2 minutes, 4 ml of BP solution was introduced. 

Flakes began to form in 20 seconds after introducing the 

flocculant: flakes were formed quite large, in the form of a 

coarse curd mass, capturing all large particles in the 

solution, indicating that BP, as a flocculant, not only 

catalyzes the process of coagulation but also enhances it 

by order. 

100 ml each of the anolyte and catholyte solutions were 

added to the following two containers. After mixing 

thoroughly, let stand for the effective passage of all 

processes. We added 0.4 ml of hydrogen peroxide to 1 liter 

of wastewater, stirred thoroughly, and poured the solution 

into a unit containing two ultraviolet lamps. It was treated 

with ultraviolet radiation for 5 minutes. 

4 Results and Discussion 

4.1 Study of biostimulation and bioinhibition  

of model aqueous solutions 

After treating the meat with ordinary tap water (control 

experiment) and bacteriological seeding of this water 

sample on the nutrient medium KMAFANM, the total 

insemination was no more than 4·1010 CFU/ml (Fig. 4). 

 

Figure 4 – The contamination of tap water 2 days  

after washing fresh pork meat with this water 

There is also a colony of fungi on the medium. This 

colony-forming unit may have gotten into the solution 

during the preparation of dilutions. 

As a result of washing meat with water sampled from 

the anodic zone (anolyte), no total insemination of the 

sample was planted on the nutrient medium KMAFANM. 

It can be concluded that high ORP values have a 

deleterious effect on the vital activity of microorganisms, 

and solutions having such ORP values can be used as 

disinfectants in the process of washing meat carcasses at 

meat processing plants without being toxic substances 

(Fig. 5). 

 

Figure 5 – The contamination of water sampled from the anode 

zone 2 days after washing fresh pork meat with this water 

After washing the meat with water sampled from the 

cathodic zone (catholyte), there was a solid overgrowth of 

the KMAFANM medium, counting colonies, in this case, 

is impossible in both replications, which indicates the 

positive effect of negative ORP values on the vital activity 
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of microorganisms, indicating that these solutions are not 

suitable for meat treatment to obtain an antibacterial effect 

(Fig. 6). 

 

Figure 6 – The contamination of water sampled  

from the cathodic zone 2 days after washing  

fresh pork meat with this water 

After treating the meat with a mixed solution consisting 

of equal proportions of catholyte and anolyte, there was 

uniform growth of microorganisms in both cups and 

amounted to about 9·1011 COE/ml, which indicates that 

this solution is also not suitable for washing the meat to 

disinfect it and obtain an antibacterial effect (Fig. 7). 

 

Figure 7 – The contamination of a mixed water sample  

from the cathodic and anodic zones, 2 days after washing  

fresh pork meat with this water 

After introducing a certain amount of ECO-2 products 

into normal water, and as a result of subsequent soaking in 

this solution of meat, the sowing of this solution did not 

occur, and only on one of the cups can be seen a colony of 

fungus, presumably caught in the solution during the 

preparation of dilutions. This result may indicate that using 

these reagents in the process of washing animal carcasses 

at meat processing plants can serve as a good measure to 

prevent the contamination of wastewater with 

microorganisms (Fig. 8). 

 

Figure 8 – The contamination of the solution containing ECO-2 

products in the amount of 30 ml/150 ml of tap water 2 days 

after treatment of fresh pork meat with this solution 

The results obtained after introducing a smaller amount 

of ECO-1 products are similar to those described above - 

there is no contamination of this solution, indicating an 

apparent bactericidal effect of electrokinetic oxidation 

products in lower concentrations as well (Fig. 9). 

 

Figure 9 –The contamination of a solution containing IVF 

products in the amount of 15 ml/150 ml of tap water 2 days 

after treatment with this solution of fresh pork meat 

4.2 Studies of the number of nitrogen compounds 

formed in the treated model solutions 

In parallel with the infestation, we also measured the 

number of nitrogenous compounds formed in the solution, 

which allowed us to judge the preventive effect on 

microorganisms and various kinds of protein molecules, 

which also contaminate the wastewater. Initial values were 

measured immediately after soaking the meat in each of 

the solutions. Further measurements were  

made 8, 16, and 24 hours after soaking the meat, the values 

of nitrogen compounds in the solutions are shown in 

Fig. 10–12. 

In all solutions, after some time, the values of acidity 

began to tend to neutral values, so the values of alkaline 

solutions shifted closer to 7, and acidic solutions - closer 

to 6, initially neutral solutions remained as such over time. 

 

Figure 10 – Changes over time of NH4+ concentration, mg/L  

in the model solution at different treatment methods 
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Figure 11 - Changes over time of NO2–, mg/L concentration  

in the model solution at different treatment methods 

 

Figure 12 – Changes over time of NO3–, mg/L concentration  

in the model solution at different treatment methods 

Indicators of nitrogenous changes also underwent some 

changes, so the values of ammonium ion in almost all 

solutions increased, respectively. This led to a slight 

increase in other nitrogenous compounds, namely nitrites 

and nitrates, to which the ammonia/ammonium in the 

solution decomposes. This fact suggests that after 8 hours 

in the solutions began to decompose protein molecules into 

simpler mineral compounds, which indicates the 

effectiveness of the solutions shown not only as 

antibacterial agents but also as agents suitable for cleaning 

water from some organic pollutants. Solutions containing 

products of electrokinetic oxidation proved to be the most 

effective solutions at this time interval. 

Ammonia/ammonium values in each of these solutions 

increased 4-fold. 

One day later, various changes also continued to occur 

in the solution. As for nitrogen compounds, active growth 

of ammonia/ammonium was observed in the solution, 

which contained more ECO-1 and ECO-2 products, and 

the amount of this ion in the anolyte solution increased 4-

fold completely suppressed the development of 

microorganisms. Other indicators of nitrogenous 

compounds also began to increase. The amount of both 

nitrite ion and nitrate ion increased, indicating that the 

toxic ammonia/ammonium ion is undergoing 

decomposition in these solutions. 

4.3 Determining the effectiveness of wastewater 

treatment methods from microorganisms 

After wastewater treatment, using the 5 different 

methods described above, all the indicators of the solutions 

were measured again. The measurements were repeated 

after 5 hours and one day after the wastewater treatment. 

Solutions were filtered, and 2 samples were taken for 

analysis to determine the effectiveness of wastewater 

treatment methods from microorganisms. 

Six samples of previously prepared water were taken. 

Then, the first dilution was prepared with distilled water 

(10–1). After that, a series of dilutions was prepared: 1 ml 

of the sample was taken from the first and diluted 1:10 with 

a physiological solution (second dilution (10–2)). The 

following dilutions were prepared in the same way up to 

the 10th dilution (10–10). 

In all 6 samples, 0.5 ml of the last dilutions were 

inoculated on KMAFNM medium. The cultures were 

incubated in an incubator at 37°C for 2 days. A control was 

performed on the second day. 

TDS, ORP, and pH values were taken one hour after 

purification, after 5 hours, and after 24 hours. The results 

are shown in Table 4. 

Table 4 - Changes in the leading indicators of wastewater 

Value Catholite Anolyte ECO UV+H2O2 BP 

OVP1h 18.80 30.30 18.90 –23.80 –140.20 

OVP5h 20.00 28.10 16.30 –23.00 –138.50 

OVP24h 24.00 30.20 18.60 –17.20 –140.00 

TDS1h 1080.00 1060.00 1090.00 1130.00 1250.00 

TDS5h 1000.00 1020.00 1020.00 1077.00 1175.00 

TDS24h 960.00 985.00 963.00 980.00 1120.00 

pH1h 6.68 6.49 6.68 7.40 9.39 

pH5h 6.65 6.52 6.72 7.39 9.39 

pH24h 6.61 6.48 6.68 7.31 9.38 

 

Before the experiment, conducted a control as a 

reference in all scientific laboratory experiments. The 

control cup did not germinate, indicating the experiment's 

validity and compliance with all rules of sterilization of 

laboratory utensils and media throughout the experiment. 

In the cup in which the initial (waste) water was sown, 

solid growth was detected, indicating a high content of 

microorganisms (Fig. 13). 

The number of colony-forming units exceeded 30 on 

plates on which water treated with anolyte and ultraviolet 

radiation with the addition of hydrogen peroxide was 

sown. 

On the surface of the medium where the catholyte-

treated sample was planted, 11 colony-forming units were 

counted, which is equal to 5.6·1011 when converted to ml 

of water. This proves that the decomposition of chlorides 

in the pH-corrector (in wastewater, the chloride 

concentration is 1100 mg/l) with the formation of sodium 

hypochlorite. 
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Figure 13 – Source wastewater discharged  

on KMAFANM medium 

In a cup with a water sample treated with ECO-2, the 

number of colony-forming units was equal to 8, which in 

terms of 1 ml of water is 4·1010. Since ECO-2 has 

pronounced coagulating properties, most of the 

microorganisms settled down together with large particles 

floating in the water column. 

No colonies were found on a cup with a water sample 

treated with flocculant BP. This can be explained by the 

fact that the flocculant is not only a catalyst for coagulation 

but also enhances it many times (Fig. 14). In addition, it 

also has a high disinfecting effect. 

 

Figure 14 – Sample treated with BP 

The final results of wastewater treatment using 5 

different treatment methods are shown in Table 5. 

Table 5 – Number of CFU/ml when using different  

methods of meat-processing wastewater treatment 

Cleaning methods Total infestation, CFU/mL 

Source water Solid growth 

Catholite 5.6·1011 

Anolite Less than 6·1011 

ECO-2 4·1010 

UV+H2O2 Less than 1.0·1011 

BP 0 

 

Based on the results obtained, we can recommend a 

water supply and sewerage scheme with a preliminary 

impact on water solutions in places of formation of 

pollutants (Fig. 15) to preventively improve the 

effectiveness of wastewater treatment of municipal and 

industrial facilities. 

 

Figure 15 – Modernized scheme of water supply and sewerage 

of municipal and industrial facilities 

The results of chemical and microbiological analysis of 

wastewater treated by 5 different methods show that 

flocculant BP is the most effective in wastewater treatment 

because it disinfects and catalyzes effect. Due to the 

complex action of different methods, it is possible to make 

a multistage treatment of wastewater, which will be much 

more effective than using each method separately. 

The practical implementation of such a scheme 

(Fig. 15) will allow one to reduce the cost of creating 

(modernizing) sewage treatment plants, to reduce 

operating costs for wastewater treatment, and to increase 

the ability of water circulation systems to more flexibly 

counteract abnormal situations in the “spillway” channel: 

salvo emissions of pollutants, and breakdowns of 

individual components of such systems. 

5 Conclusions 

As a result of the studies, it was found that the change 

in the parameters of aqueous solutions during the treatment 

of the meat with these solutions directly affects the 

population of these solutions with microorganisms. 

Parameters that were changed as a result of the study: 

ORP, TDS, and pH. 

Solutions capable of almost entirely inhibiting the 

activity and growth of microorganisms have been 

obtained, and solutions have also been obtained that, on 

the contrary, promoted their development and in which 

solid growth occurred when sown on a dense nutrient 

medium. 

Based on the above, it can be concluded that to prevent 

pollution and contamination of wastewater at meat 

industry enterprises, instead of treating meat carcasses 

with ordinary tap water can be used solutions with 

modified parameters TDS, pH, and ORP, namely with a 

slight (acceptable) increase in total mineralization. 

Solutions containing biocidal products are also effective 

for this purpose since they also have antimicrobial 

properties and can decompose organic pollutants quickly. 

Further research is advisable to focus on detailing the 

technical and economic indicators of water supply and 

sewerage schemes of municipal and industrial facilities 

with preventive improvement of water treatment 

processes. 

Technological units of 
preventive impact on aqueous 
solutions in order to minimize 
the formation of pollutants

Elements of municipal and 
industrial facilities that form the 
nomenclature of wastewater 
pollutants

Wastewater treatment facilities

Spillway objects
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Abstract. An increase in fuel utilization to internal combustion engines, variation in gasoline price, reduction of the 

fossil fuels and natural resources, needs less carbon content in fuel to find an alternative fuel. This paper presents a 

comparative study of various gasoline blends in a single-cylinder two-stroke SI engine. The present experimental 

investigation with gasoline blends of butanol and propanol and magnesium partially stabilized zirconium (Mg-PSZ) as 

thermal barrier coating on piston crown of 100 µm. The samples of gasoline blends were blended with petrol in 1:4 

ratios: 20 % of butanol and 80 % of gasoline; 20 % of propanol and 80 % of gasoline. In this work, the following engine 

characteristics of brake thermal efficiency (BTH), specific fuel consumption (SFC), HC, and CO emissions were 

measured for both coated and non-coated pistons. Experiments have shown that the thermal efficiency is increased by 

2.2 % at P20. The specific fuel consumption is minimized by 2.2 % at P20. Exhaust emissions are minimized by 2.0 % 

of HC and 2.4 % of CO at B20. The results strongly indicate that the combination of thermal barrier coatings and 

gasoline blends can improve engine performance and reduce exhaust emissions. 

Keywords: brake thermal efficiency, Mg-PSZ, exhaust emissions, gasoline blends, specific fuel consumption.

1 Introduction 

Research in biofuels aims to achieve two essential 

goals. The first goal is to improve the engine performance 

and efficiency of the engine. And the second goal is the 

minimizing of exhaust emission gases from the engine. 

Several researchers have done their experimental 

investigations on alternative fuels in the last few decades 

to achieve the above goals and reduce fossil fuel 

dependency and harmful engine emissions. Among those, 

bio-alcohols such as butanol and propanol are considered 

very promising alternative fuels. 

The available surface modification technologies will be 

the most crucial method to expand piston use, especially 

the aluminum alloy piston, for automotive. However, since 

the coating is primarily helpful for corrosion resistance, it 

should be reconsidered against high temperatures. 

Therefore, the application of thermal barrier coating, 

which was widely investigated in the 1980s, can increase 

thermal efficiency and reduce emissions. Most of the 

researchers have analyzed the thermal barrier coatings on 

piston crowns for internal combustion engines. 

2 Literature Review 

In the article [1], the authors investigated thermal 

barrier coatings as magnesium partially stabilized 

zirconium with ethanol and butanol as gasoline blends. 

From the experimentation, the author concluded that the 

engine performance parameters of SFC are 1.8 % 

minimized at B20 for Mg-PSZ, brake thermal efficiencies 

is 4.5 % maximized at B20 for Mg-PSZ, emission 

characteristics of HC are minimized by 2.4 % at E20, and 

CO is minimized by 3.7 % at E20 for Mg-PSZ coated 

piston is compared with the normal piston of gasoline, and 

gasoline blends at different concentrations. 

In the article [2], the authors carried out their 

experimental investigations on two-stroke SI engines 

using a novel piston and gasoline blends as ethanol and 

methanol to observe the exhaust emissions and engine 

performance. From the experimentation results, the 

exhaust emissions are HC and CO is minimized by 10–15 

%, and 7–12 % for ethanol-gasoline blend, the brake 

thermal efficiency is maximized by 1.0 %, and SFC is 
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minimized by 10–12 % for methanol gasoline blend for a 

novel piston. 

Kumar et al. [3] performed experimentation on SI 

engines with thermal barrier coatings and gasoline blends 

to reduce exhaust emissions. The experimentation results 

have shown that the brake thermal efficiency is increased 

by 9.0 %, the SFC is minimized by 4.5 %, and exhaust 

emissions of HC and CO are minimized by 6.0 % and 

5.6 %. 

Nagini et al. [4] realized their investigations on four-

stroke SI engines with copper as thermal barrier coat with 

different gasoline blends along with catalytic converters at 

exhaust manifold to monitor the exhaust emissions. From 

the investigations, the authors concluded that exhaust 

emissions are minimized. 

Dhomne et al. [5] discussed the thermal barrier coatings 

for two-stroke SI engines. The author discussed different 

thermal barrier coating materials and their properties that 

affect SI engine performance, combustion, and emission 

characteristics. From the reviews, the authors concluded 

that the proper selection of material should be made. It 

gives a positive result. 

Dudareva et al. analyzed thermal barrier coatings on 

aluminium alloy piston coatings is micro-arc oxidation on 

piston crown by using ANSYS. The MAO coating 

thickness of 76 and 106 µm was applied to the piston 

crown. The author concluded that the thickness does not 

significantly affect the thermal state of pistons from the 

analysis. 

Masum et al. [7] conducted experiments on SI engines 

to determine the effect of ethanol on NOx emissions. The 

author discussed the prospect of fuel ethanol as a gasoline 

substitute and comparative physicochemical properties of 

ethanol and gasoline. Finally, the author discussed the 

engine parameters and their effect on NOx. Finally, the 

author concluded that the ethanol showed the effect, i.e., a 

lower amount of NOx emissions were formed and 

improved engine performance. 

Mittal et al. [8] investigated SI engines with partially 

coated LHR as Zirconium Dioxide by 8.0 %, by weight of 

Yttrium Oxide to a thickness of 0.3 mm by plasma spray 

method on piston crown with gasoline blend as n-butanol 

10.0 % and 15.0 % by volume. The author concluded that 

the SFC is minimized by 1.5–0.9 %, the brake thermal 

efficiency is maximized by 3.2–7.4 %, and exhaust 

emissions are decreased due to LHR coated on the piston 

crown. 

Krishna et al. [9] comparatively studied the 

performance evaluation of two-stroke copper-coated 

300 µm thickness on spark-ignition engines with alcohols 

and catalytic converters. The authors have done 

investigations to find the effect of engine performance 

parameters and exhaust emissions. Rom the results, the 

authors concluded that the brake thermal efficiency is 

increased by 4 % on CCE with gasoline blends, the 

emissions are reduced by 20–40%. 

Parlak et al. [10] found the effect of the M15 blend on 

SI engine for engine performance and exhaust emissions 

with thermal barrier coatings. The author concluded that 

reducing HC and CO emissions is 32.2 % of 6.2 % and 

SFC is reduced to 3.4 %, and brake thermal efficiency is 

increased by 8.2 %, respectively. 

Kumar et al. [11] conducted experimental 

investigations to find the performance and emission 

characteristics of low heat rejection spark-ignited engines 

fuelled with E20. Al2O3 of 0.3 mm thickness applied on 

piston crown and cylinder head. From the results, the brake 

thermal efficiency is increased by 13.5 %. HC emissions 

are reduced to 2.3 to 17.6 %, and 3 to 16.0 % of emissions 

are reduced. 

Magadum et al. [12] investigated the performance and 

emission testing of modified pistons in 2-stroke engines 

using refractive index material coating to improve engine 

efficiency and reduce emissions. The author inferred from 

the findings that the actual fuel consumption is reduced by 

3.0 % and that thermal efficiency – by 0.9 %. 

Sharma et al. [13] conducted experimentation on SI 

engine with thermal barrier coating by adding argon as 

inert gas to find the performance and emission 

characteristics. The author concluded that by adding inert 

argon gas as an intake mixture, exhaust emissions are 

reduced, and engine performance increases. 

Most researchers have analyzed the effect of thermal 

barrier coatings on piston crowns for single-cylinder petrol 

engines with gasoline blends from the above literature 

review. The present experimental investigations were done 

on the Magnesium Partially Stabilized Zirconium (Mg-

PSZ) coating on piston crown of 100 µm with gasoline 

blends butanol and propanol of ratio 1:4 where less 

experimentation will be done. 

3 Research Methodology 

The schematic experimental setup is shown in Figure 1. 

 

Figure 1 – Experimental setup 

The experiments were conducted at five load levels at 

no load condition, 25 %, 50 %, 75 %, and at full load 

condition at a constant speed of 3000 rpm. The tests were 

conducted on two pistons: basic piston and Mg-PSZ coated 

piston shown in Figure 2 and run with gasoline blends of 

B20 and P20. 
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a b 

Figure 2 – Normal (a) and coated (b) pistons 

The Mg-PSZ coating on piston crown of 100 µm is 

applied by the plasma spray method. In early attempts, 

used MgO to stabilize zirconia in its cubic state by adding 

25 wt. % MgO. Zirconia can be fully stabilized to its cubic 

phase by adding 20 % yttria by weight. However, such 

fully stabilized zirconia coatings perform very poorly in 

thermal cycling tests. 

Typically 7–9 wt. % yttria is used to stabilize zirconia 

partially, although other stabilizers have been used as well. 

The primary criteria for selecting a suitable stabilizer 

include a suitable cation radius similar to that of zirconium 

and a cubic crystal structure. In spite of the addition of a 

stabilizer to ensure the top coat's phase stability, phase 

changes in the topcoat might still be induced during 

service. The gasoline blends of butane and propane will be 

supplied to the engine to reduce exhaust emissions. 

The above explanation shows the experimental setup, 

and the procedure should be as follows. When the engine 

starts with the standard piston and pure petrol, butanol, and 

propanol at no load condition, check the time taken for fuel 

consumption, and the current and voltage will be observed 

on the panel board, with gas analyzer notice the exhaust 

emissions. Then by applying the different loads, the same 

procedure will be followed. Replacing the new piston, i.e., 

piston coated with Mg-PSZ, and the test procedure will be 

repeated. A comparative result analysis will be made 

between the normal piston and piston coatings along with 

gasoline blends by noticing all the parameters. 

A two-stroke air-cooled single-cylinder spark-ignition 

engine with an electrically loaded eddy current 

dynamometer is used for the investigation.  

Tables 1–2 give a specification of the engine and 

dynamometer. Tables 3–4 present properties of Mg-PSZ 

and fuel, respectively. 

Table 1 – Engine specification 

Item Specifications 

BHP 3HP 

Speed 3000 RPM 

No of Cylinders 1 

Bore 57mm 

Stroke 57mm 

Compression Ratio 7.4:1 

Table 2 – Dynamo mater specification 

Item Specifications 

Power 3 kW 

Speed 3000 rpm 

Type Compound wound 

Table 3 – Properties of Mg-PSZ 

Property Value in metric unit 

Density, kg/m3 5600 

Modulus of elasticity, GPa 350 

Flexural strength, MPa 545 

Compressive strength, MPa 1700 

Fracture toughness, MPa·m0.5 6 

Hardness, HV 1100 

Thermal expansion (20 °C), 1/K 1·10–5 

Thermal conductivity, W/(m·K) 2.5 

Specific heat capacity, J/(kg·K) 400 

Max. working temperature, °C 1000 

Dielectric strength (AC), kV/mm 6 

Table 4 – Properties of fuel 

Parameters Petrol 
Propanol  

(P20) 

Butanol  

(B20) 

Density, kg/m3 745 0.754 0.810 

Flashpoint, °C N/A 29.2 33.3 

Fire point, °C 25 30.0 36.5 

Calorific value, MJ/kg 43 32.4 33.3 

Octane number 90 100 96 

4 Results and Discussion 

4.1 Specific fuel consumption 

The results which are obtained from the experimental 

setup are discussed below. From the results, a comparative 

study will be taken for both pure petrol and gasoline blends 

with changing of the regular piston and Mg-PSZ coated 

piston. The comparative statements will be discussed on 

brake thermal efficiency, specific fuel consumption, HC, 

and CO. Load vs SFC is presented in Figure 3. 

 

Figure 3 – Load vs SFC 
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Comparison of load vs SFC of both the base and the 

coated pistons runs at maximum speed when fuelled with 

gasoline blends of P20 and B20 is shown above in 

Figure 3. It can be observed from the results that the 

gasoline blends B20 and P20 with Mg-PSZ coated on 

piston crown reduces the SFC when compared with the 

uncoated piston. This may be due to the increased 

temperature of the piston crown, which increases the 

temperature of the cylinder, which causes high 

temperature, which contributed to higher vaporization 

rates of gasoline blends extracting the minimum energy 

out of combustion from gasoline fuels in the combustion 

chamber. The graph shows that for the base piston and 

coated piston, the SFC, for pure gasoline, is minimized by 

2.74 %, minimized by 2.71 % at B20, and minimized by 

2.23 % at P20. 

The overall specific fuel consumption is enhanced by 

2.23 % on Mg-PSZ coated piston at P20 when compared 

to the base piston with the blends of butanol and propanol. 

4.2 Brake thermal efficiency 

Load vs brake thermal efficiency (BTH) is presented in 

Figure 4. 

 

Figure 4 – Load vs BTH 

Comparison of brake thermal efficiency vs a load of 

both the base piston and coated piston runs at maximum 

speed with gasoline and gasoline blends as shown in 

Figure 4. This may be attributed to the lower amount of 

energy consumption required to generate some energy 

with thermal barrier coatings and gasoline blends, making 

use of higher gas temperatures and the characteristic 

advantage of more oxygen in gasoline blends to improve 

brake thermal efficiency. The graph shows that on pure 

gasoline for base piston and coated piston, the efficiency 

is increased by 2.09 %, at B20 2.15 % of efficiency is 

increased, and for P20 2.23 % of efficiency is increased. 

Therefore, the overall brake thermal efficiency is 

enhanced by 2.23 % on Mg-PSZ coated piston at P20 

compared to the base piston with blends of butanol and 

propanol. 

4.3 Hydrocarbons 

Load vs hydrocarbons (HC) is presented in Figure 5. 

 

Figure 5 – Load vs HC 

Comparison of HC emissions from engine exhaust 

concerning pure and gasoline blends for both base and 

coated piston runs at maximum speed as shown in 

Figure 5. The amount of HC emissions depends upon the 

engine operating conditions and fuel properties. The 

engine operated with B20 and P20 gasoline blends and 

Mg-PSZ piston coating lead to reducing HC emissions due 

to the sufficient temperature and oxygen presence in the 

combustion leading to proper combustion. From the graph 

at pure gasoline at base and Mg-PSZ coated piston, the HC 

emissions are minimized by 2.27 %, at B20 2.0 %, at P20 

2.11 % of emissions are minimized. 

Therefore, overall HC emissions are minimized by 

2.0 % at B20 for Mg-PSZ coated piston compared with the 

base piston at B20 and P20. 

4.4 Carbon mono oxide (CO) emissions 

Comparison of CO emission from engine exhaust 

concerning pure gasoline and gasoline blends for both base 

and coated piton runs at maximum speed as shown in 

Figure 6. 

 

Figure 6 – Load vs CO  
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It can be observed from the results that the coated piston 

with gasoline blends reduces the CO due to the presence 

of oxygen in combustion plays a significant factor in CO 

emissions for SI engines. The addition of piston coatings 

and gasoline blends leads to proper combustion explained 

by supplying sufficient oxygen and increasing combustion 

temperature during the expansion stroke. From the graph, 

at pure gasoline for base and Mg-PSZ coated piston, the 

CO emissions are minimized by 3.54 %, at B20 2.4 %, and 

at P20 2.8 % of emissions are minimized. 

Therefore, overall CO emissions are minimized by 

2.4 % at B20 for Mg-PSZ coated piston compared with the 

base piston at B20 and P20. 

5 Conclusions 

The experimental setup of the work was to characterize 

the effect of Magnesium Partially Stabilized Zirconium 

(Mg-PSZ) piston coatings for different gasoline blends of 

propanol and butanol on engine behavior is compared with 

the regular piston. The Mg-PSZ piston coating shows the 

most effective engine performance and emission 

characteristics with the gasoline blends of B20 and P20. 

The effect of Mg-PSZ piston coating at P20 by noticing 

that the minimizing of the fuel consumption is 2.23 %. The 

brake thermal efficiency is maximized by 2.23 % at P20 

for Mg-PSZ coated piston. The emissions are minimized 

by 2.0 % of HC at B20 for Mg-PSZ coated piston. The 

2.4 % of CO with the Mg-PSZ piston coating at B20. 

These results are compared to the base piston and Mg-

PSZ coated piston with P20 and B20. The emissions were 

minimized at B20 for Mg-PSZ coated piston. The 

performance characteristics are maximized at P20 for the 

Mg-PSZ coated piston. 
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